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1. [bookmark: _Ref521334010]Introduction
In RAN1#112bis-e, the following agreements were made [1].
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification


In this document, we share our views on some potential spec impacts for AI/ML-based positioning enhancement.
2. Spec impacts
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases, and these sub-use cases were confirmed in RAN#98 meeting.
In current TS 38.305, UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning methods are supported. The suffixes "-based" and "-assisted" refer respectively to the node that is responsible for making the positioning calculation (and which may also provide measurements) and a node that provides measurements (but which does not make the positioning calculation). For UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning methods, the possible combinations of sub use cases such as direct AI/ML positioning or AI/ML assisted positioning and these positioning methods are agreed in RAN1#110bis-e as following.
	Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


In this contribution, we will analysis on the specification impacts containing data collection, AI/ML model training and inference and AI/ML model monitoring for the agreed case 1/2a/2b/3a/3b.
2.1. Data collection
During the last meeting, the data collection has been discussed sufficiently and some agreements have been reached. In this section, we will continue discuss the data collection details for case 1/2a/2b/3a/3b respectively, e.g. data generation entity and data collection for training.
2.1.1. [bookmark: _Ref131441965]Data generation entity
For data collection of AI/ML model training, the collected data contains channel observation and corresponding label, which may be ground truth label or noisy ground truth label. If the data is collected from PRU with known location information, the label is a ground truth label. If a normal UE has the capability of satellite positioning such as GPS/GNSS or obtaining high confidence degree positioning results based on non-NR and existing NR RAT-dependent positioning methods, the label collected from this kind of UE can be regarded as ground truth label. Considering significant performance for AI/ML model trained with ground truth label in our companion contribution [2], it is preferred that PRU and the UEs with the capability of satellite positioning and with high confidence degree positioning results are at least used to collect data containing the channel observation and ground truth label. 
Proposal 1: Regarding data collection for AI/ML model training, the ground truth labels are generated by the following entity in addition to PRU with known location:
· The UEs with non-NR positioning capability such as GPS or GNSS;
· The UEs or network entity with high confidence degree positioning results based on existing NR RAT-dependent positioning methods.
Considering supervised learning is an excellent AI training algorithm and a large-scale data set with valid labels is necessary for supervised learning, the ground truth label provided by PRU and the UEs with the capability of satellite positioning and with high confidence degree positioning results may be insufficient. Therefore, it is possible to expand the data set with partial and/or noisy ground truth labels. However, a large number of noise ground truth labels for AI/ML model training may deteriorate the performance of AI/ML model. In our companion contribution [2], we evaluate positioning accuracy of the ground truth label with error to study the impact of noise ground truth label on positioning accuracy, and the positioning accuracy degrades as the error of ground truth label increases. Hence it is important to select some high-quality noise ground truth labels to train AI/ML model, e.g. if the positioning error of an entity is lower by comparing its ground truth label and location estimated by existing NR RAT-dependent positioning methods, and then some UEs around the entity can also provide high-quality noise ground truth labels for AI/ML model training based on existing NR RAT-dependent positioning methods. How to select the high-quality noisy ground truth labels to improve the performance of AI/ML model can be further studied.
Proposal 2: Regarding data collection for AI/ML model training, further study how to select UEs to generate the high-quality noisy ground truth labels to improve the performance of AI/ML model.
2.1.2. Data collection for training
For case 1, case 2a and case 3a, the UE-side model and gNB-side model may be trained at UE side and gNB side respectively. If an AI/ML model is trained at UE or gNB side, a possible data collection method is that UE or gNB continuously accumulates measured data for a long time to obtain a large-scale UE/gNB-specific dataset for AI/ML model training. However, UE/gNB-specific AI/ML model is trained at UE/gNB side based on the UE/gNB-specific dataset, which leads to the number of AI/ML models increase dramatically and is not conducive to model monitoring and management if AI/ML model is monitored at LMF side. In addition, this AI/ML model may provide a poor positioning accuracy and generalization performance due to the insufficient UE/gNB-specific dataset. Another possible data collection method is that UE/PRU/gNB side reports the channel observation and/or corresponding label to LMF side, and LMF collects a large-scale dataset based on numerous UEs’/PRUs’/gNBs’ reporting. Then LMF transmits the large-scale dataset to UE/gNB for AI/ML model training, which shows good generalization performance of AI/ML model. 
Proposal 3: For case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at UE and gNB side respectively, LMF side can collect a large-scale dataset from numerous UEs/PRUs/gNBs and transmit the dataset to UE/gNB side for AI/ML model training.
For case 1, case 2a and case 3a, the UE-side model and gNB-side model may also be trained at LMF side. If an AI/ML model is trained at LMF side, multiple UEs/PRUs/gNBs report the channel observations and corresponding labels to LMF, and LMF will obtain a large-scale dataset for AI/ML model training. Then the trained model is transferred from LMF to UE/gNB side for AI/ML model inference.
Proposal 4: For case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs and deliver/transfer the trained AI/ML model to UE/gNB side.
For case 2b and case 3b, the LMF-side model is naturally trained at LMF side. Multiple UEs/PRUs/gNBs report the channel observations and corresponding labels to LMF. A large-scale dataset is obtained at LMF side for AI/ML model training.
Proposal 5: For case 2b and case 3b, when LMF-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs for model training.
In RAN1#112bis-e, data collection at least for model training had been discussed in RAN1 and a working assumption was made. Some information of data with potential specification impact are identified such as ground truth label, measurement (corresponding to model input), quality indicator, RS configuration and time stamp. For supervised learning, the input and label are essential to train an AI/ML model. For both direct AI/ML positioning and AI/ML assisted positioning, the discussion on measurement corresponding to model input and ground truth label is sufficient, and various types of model input and ground truth label have been identified, e.g. CIR, ToA and location. Regarding other information of data collection, the quality indicator, RS configuration and time stamp should be further considered.
· Quality indicator
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]In RAN1#112, at least PRU with known location is identified to generate the ground truth label, and the applicable conditions for UE/gNB to generate ground truth label are FFS. As presented in Section 2.1.1, the ground truth labels can be generated by the UEs based on non-NR positioning and existing NR RAT-dependent positioning methods, and the quality indicator for these ground truth labels may be used to determine whether the ground truth labels meet the required quality for AI/ML model training. For example, the quality indicator can be represented by some values and the larger value means the higher quality ground truth label. The high confidence degree positioning results based on non-NR and existing NR RAT-dependent positioning methods can be assigned with large quality indicator values, which can be used to train an AI/ML model. Thus, the quality indicator for ground truth label generated by UE and gNB is essential to AI/ML model training data collection.
Proposal 6: For the ground truth label generated by the UE/gNB based on non-NR and NR RAT-dependent positioning methods, the quality indicator for ground truth label can be used to determine whether the ground truth label meets the required quality for AI/ML model training.
As discussion above, we prefer that LMF side collects a large-scale dataset from numerous UEs/PRUs/gNBs for AI/ML model training. There is no doubt that the measurement and ground truth label generated by PRUs can be collected for AI/ML model training. When LMF side collects the measurements and ground truth labels generated by UEs/gNBs, one possible solution is that all UEs/gNBs report the measurements and ground truth labels to LMF side, and the quality indicator for ground truth label is also reported to LMF side for selecting the high quality training sample. The LMF side discards the training samples with low quality indicator by implementation algorithm, which is transparent to the UE/gNB side. However, even if some samples will be discarded in final training dataset, all UEs/gNBs still need to provide measurements and ground truth labels with quality indicator to LMF side, which increases unnecessary resource overhead for transmitting the discarded data. 
Observation 1: If all UEs/gNBs always provide the whole measurements and ground truth labels with quality indicator to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality indicator increases unnecessary resource overhead.
When LMF side collects the measurements and ground truth labels generated by UEs/gNBs, another possible solution is that LMF provides some assistance information to facilitate training samples collection. The LMF can indicate the conditions or criteria for ground truth label generated by UEs/gNBs, e.g. the LMF indicates the threshold of quality indicator for ground truth label collection. If the value of quality indicator is greater than the threshold, UE/gNB would provide the measurements and ground truth labels to LMF and LMF can directly train the AI/ML model based on the collected data without data filtering. Thus unnecessary overhead can be avoided.
Proposal 7: When LMF side collects training data from UEs/PRUs/gNBs, LMF side can use a quality indicator to indicate the request quality of the collected data.
· RS configuration
In Rel-16, PRS and SRS-pos configurations are supported for positioning. For case 1, case 2a and case 2b, the UE utilizes the PRS transmitted by TRP to obtain the DL measurement such as DL CIR and DL timing/angle measurement. For case 3a and case 3b, the TRP utilizes the SRS-pos transmitted by UE/PRU to obtain the UL measurement such as UL CIR and UL timing/angle measurement. The measurement estimated by PRS/SRS-pos is necessary to data collection for AI/ML model training, and then the existing PRS/SRS-pos configuration can be reused for PRS/SRS-pos transmission. The existing PRS/SRS-pos configuration is flexible and adequate to support data collection for training. We do not see the necessity of enhancements on top of existing PRS/SRS-pos configuration for positioning. 
Proposal 8: Regarding the data collection for training, enhancements on top of existing PRS/SRS-pos configuration for positioning measurement are not necessary.
· Time stamp
In TS 37.355, the IE NR-TimeStamp has been supported and defines the UE measurement associated time stamp. When UE provides the signal measurement information to LMF, the signal measurement information contains both measurement (e.g. TDOA and RSRP) and NR-TimeStamp, and the NR-TimeStamp is used to indicate the time instance at which the measurement is performed. Although the current specification already supports providing the time stamp of measurement, additional enhancement on time stamp for AI/ML positioning should be further studied. For example, the current specification does not support that LMF side indicates the time stamp for measurement and/or label to UE/TRP side. In addition, if the measurement and label are generated by two different entities, separate time stamp for the measurement and label supported to pair up for AI/ML model training.
Proposal 9: Regarding the data collection for training, enhancements on top of time stamp in existing positioning measurement report or new time stamp report for positioning measurement should be further studied.
In summary, the ground truth label, measurement (corresponding to model input), quality indicator, RS configuration and time stamp are necessary to data collection for AI/ML model training. Whether and how to enhance the existing time stamp can be further studied. Thus, we propose to confirm the working assumption achieved in RAN1#112bis-e. 
Proposal 10: Confirm the following working assumption:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


2.2. Model training
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]For case 1, case 2a and case 3a, the AI/ML model can be trained at the UE side theoretically. If the AI/ML model is trained at UE/gNB side, it is preferred that LMF side can collect a large-scale dataset from numerous UEs/PRUs/gNBs and transmits the dataset to UE/gNB side for AI/ML model training. However, AI/ML model training needs higher capability of computing and storage capacity, but UE may not have computing and storage capacity to train an AI/ML model. In addition, there is a large resource overhead for dataset transmission if LMF side transmits the large-scale dataset to UE/gNB side. Considering the model training at UE/gNB side requires large amounts of training data, computational resources and large resource overhead, it is preferred to train AI/ML model at network side, e.g. LMF side. 
Observation 2: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.
For case 2b, if PRU/UE generates and reports new measurement such as CIR to LMF side as the input of AI/ML model inference, the resource overhead of transferring the CIR may be large. In this case, an AI/ML model can be adopted to compress the CIR at UE side, and the compressed CIR will be used as the input of the AI/ML model at LMF side. This two-sided model can reduce the resource overhead for transferring the new measurement such as CIR.
Proposal 11: For case 2b, if PRU/UE generates and reports new measurement such as CIR to LMF side as the input of AI/ML model, two-sided AI/ML model can be considered.
2.3. Model monitoring
The propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles. Due to the large change of propagation environment, the performance of AI/ML based positioning may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid.
2.3.1. Model monitoring method
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]For AI/ML based positioning, there are two possible model monitoring methods. One method is that the AI/ML model monitoring based on ground truth label, and the other method is that AI/ML model is monitored without ground truth label.
Method 1: AI/ML model monitoring based on ground truth label.
For AI/ML model monitoring, AI/ML model can be monitored based on the model output and ground truth label. The quality of assistance information such as ground truth label is essential to accurately monitor AI/ML models. The entities providing assistance information should have the ability to obtain ground truth labels, e.g. PRU, or the UEs with the capability of satellite positioning and with high confidence degree positioning results based on existing RAT-dependent positioning methods. The required quality of ground truth label and how to indicate it can be further studied.
Proposal 12: It is feasible to use ground truth labels to monitor the AI/ML model performance:
· Ground truth labels provided by the following entities in addition to PRU with known location: 
· The UEs with satellite positioning capability such as GPS or GNSS;
· The UEs or network entity with high confidence degree positioning results based on existing RAT-dependent positioning methods;
· FFS the required quality indication of ground truth label for monitoring purpose.
Method 2: AI/ML model monitoring without ground truth label. 
For AI/ML based positioning, PRU with known location can generate ground truth label for AI/ML model monitoring. However, it may be difficult to collect other ground truth label generated by normal UE. Thus, AI/ML model monitoring without ground truth label should be studied. 
For a normal UE, the motion sensor method makes use of different sensors such as accelerometers, gyros, magnetometers, to calculate the displacement of UE. UE using one or more motion sensors obtains the movement information, and the movement information comprises displacement results estimated as an ordered series of points. Thus, the UE can obtain the relative displacement between time T1 and time T2 by the motion sensor method, which is denoted by L1 as shown in Figure 1. This relative displacement can be used to monitor the AI/ML model. For example, for direct AI/ML positioning, if the UE measures the DL-PRS to obtain the AI/ML model input at time T1 and time T2, the AI/ML model will output the UE’s location for time T1 and time T2, and then the relative displacement between time T1 and time T2 based on AI/ML model output can be obtained and denoted by L2. We can compare L1 and L2 to determine the AI/ML model performance. The evaluation results for AI/ML model monitoring without ground truth label are given in our companion contribution [2]. 

 
[bookmark: _Ref131789241]Figure 1: AI/ML model monitoring based on relative displacement.
Regarding the potential spec impacts for AI/ML model monitoring based on relative displacement, the configuration of T1 and T2 may need to be indicated or predefined. For case 3a, the configuration/definition of T1 and T2 is particularly important, where T1 and T2 at UE side for obtaining L1 should be identical as that at gNB side for determining L2.
Proposal 13: The relative displacement between time T1 and time T2 estimated by motion sensor method can be used to monitor the performance of AI/ML model.
2.3.2. Model monitoring procedure
For AI/ML based positioning, if the AI/ML model is inferred and monitored at same side, the AI/ML model quality can be monitored by UE/gNB/LMF side. 
· For case 1 and case 2a, if the AI/ML model is inferred and monitored at UE side which has ground truth labels, the UE estimates its position or timing/angle of measurement or LOS/NLOS based on AI/ML model, and the estimated results are compared with the ground truth labels for model performance monitoring. 
· For case 3a, if the AI/ML model is inferred and monitored at gNB side which obtains ground truth labels, the gNB estimates timing/angle of measurement or LOS/NLOS based on AI/ML model and the estimated results are compared with the ground truth labels for model performance monitoring.
· For case 2b and case 3b, if the AI/ML model is inferred and monitored at LMF side which obtains ground truth labels, the LMF estimates UE’s position or timing/angle of measurement or LOS/NLOS based on AI/ML model and the estimated results are compared with the ground truth labels for model performance monitoring.
Moreover, for the case 1/2a/2b/3a/3b, the relative displacement calculated by AI/ML model outputs at time T1 and time T2 can be compared with the relative displacement between time T1 and time T2 estimated by motion sensor method.
Proposal 14: Regarding AI/ML model monitoring, if the AI/ML model is inferred and monitored at the same side, the following procedures for UE-side performance monitoring, gNB-side performance monitoring and LMF-side performance monitoring are considered:
· UE-side performance monitoring:
· For case 1 and case 2a with UE-side model, UE compares the results estimated by AI/ML model (e.g. estimated UE’s position, estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and UE side makes decisions of model selection/activation/deactivation/switching/fallback operation then reports the decisions to gNB or LMF side; 
· gNB-side performance monitoring:
· For case 3a with gNB-side model, gNB compares the results estimated by AI/ML model (e.g. estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and gNB side makes decisions of model selection/activation/deactivation/switching/fallback operation.
· LMF-side performance monitoring:
· For case 2b and case 3b with LMF-side model, LMF compares the results estimated by AI/ML model (e.g. estimated UE’s position) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and LMF side makes decisions of model selection/activation/deactivation/switching/fallback operation.
For AI/ML based positioning, if the AI/ML model is inferred and monitored at different sides, there are three alternatives as following:
· Alt1: AI/ML model is monitored at UE side and inferred at the other side;
· Alt2: AI/ML model is monitored at gNB side and inferred at the other side;
· Alt3: AI/ML model is monitored at LMF side and inferred at the other side;
For Alt1, the AI/ML model can be inferred at gNB/LMF side, it is strange that UE can monitor the AI/ML model performance deployed at network side. We prefer that network has ability to monitor the AI/ML model and make decisions of model selection/activation/deactivation/switching/fallback operation in Alt 1. For Alt2, gNB cannot obtain the ground truth label of UE since the security and privacy of UE, and thus it is hard to monitor the AI/ML model without LMF side providing assistance information such as ground truth timing/angle of measurement. Therefore, we prefer that at least LMF-side performance monitoring should be supported if the AI/ML model is inferred and monitored at different sides.
Proposal 15: Regarding AI/ML model monitoring, if the AI/ML model is inferred and monitored at different sides, at least LMF-side performance monitoring should be supported.
When the AI/ML model is monitored at LMF side and inferred at the other side, some assistance information may be transmitted from the other sides for assisting model monitoring. 
· For case 1 and case 2a, if AI/ML model is inferred at UE side and monitored at LMF side, UE reports the estimated UE’s position or timing/angle of measurement or LOS/NLOS indicators based on AI/ML model together with ground truth labels or relative displacement estimated by motion sensor method to LMF side for model monitoring. 
· For case 3a, if AI/ML model is inferred at gNB side and monitored at LMF side, gNB reports the estimated timing/angle of measurement or LOS/NLOS indicators based on AI/ML model for model monitoring, and LMF side needs to collect the ground truth labels or relative displacement estimated by motion sensor method for model monitoring.
Proposal 16: Regarding AI/ML model monitoring, if the AI/ML model is monitored at LMF side and inferred at the other sides, the following procedures for LMF-side performance monitoring are considered:
· For case 1 and case 2a with UE-side model:
· UE reports the estimated results (e.g. estimated UE’s position, estimated timing/angle of measurement) together with ground truth labels or relative displacement estimated by motion sensor method to the LMF side for AI/ML model monitoring, and the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation; 
· For case 3a with gNB-side model:
· gNB reports the estimated results (e.g. estimated timing/angle of measurement) to the LMF side, and LMF side collects the ground truth labels or relative displacement estimated by motion sensor method for AI/ML model monitoring, and then the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation.
2.4. Applicable conditions
In RAN1#112bis-e, the LCM of AI/ML based positioning accuracy enhancement has been discussed and the following agreement was achieved. It is FFS the applicable condition for UE-sided model/functionality, and also additional condition dedicated for UE-sided model-ID-based LCM.
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· Which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification


LCM related aspects are discussed in our companion paper [3]. It will be impossible to perform LCM within 3GPP without sufficient applicable conditions of the identified model/functionality. For AI/ML based positioning, the conditions for functionality-based LCM and model-ID-based LCM should be identified.
Regarding the functionality-based LCM, in general, at least for the case when UE-side model is trained by UE/UE-side, the input of AI/ML model is up to UE implementation which does not need to be specified, but network needs to understand what can be reported by AI/ML functionality. Therefore, applicable condition shall indicate what can be provided for model input and what is expected by model output (directly or indirectly).
The following can be considered for the applicable conditions: 
· The PRS configuration for nominal input, e.g. source TRPs, RS bandwidth, etc.
· The configuration for nominal output, e.g. UE location for direct AI/ML positioning, timing/angle measurement or LOS/NLOS for AI/ML-assisted positioning.
Proposal 17: The following can be considered as the applicable conditions for both functionality-based LCM and model-ID-based LCM: 
· The PRS configuration for nominal input, e.g. source TRPs, RS bandwidth, etc.
· The configuration for nominal output, e.g. UE location for direct AI/ML positioning, timing/angle measurement or LOS/NLOS for AI/ML-assisted positioning.
Regarding the model-ID-based LCM, additional conditions may be required in addition to the applicable condition. For example, additional conditions can help facilitate the accurate operations of model switching/update. The following can be considered for the applicable conditions: 
· Information on scenarios/sites, e.g. artificial ID/tag for the environment. Note that in real world it is difficult to classify the scenario as ‘InF-SH’ or ‘InF-DH’ or others, and the obstacles are not ideally as {60%, 6m, 2m} or {40%, 2m, 2m}. The TRP location may not be regular either. Thus artificial ID/tag is more realistic than ‘InF-DH’ or {60%, 6m, 2m} in simulations.
· Information on dataset, e.g. ID/tag for the preferred training dataset. Assuming there are offline/online arrangements on datasets (with IDs) for model training, indicating the specific dataset ID can help selecting the correct AI/ML model. 
Proposal 18: The following can be considered as additional conditions for model-ID-based LCM: 
· Information on scenarios/sites, e.g. artificial ID/tag for the environment.
· Information on dataset, e.g. ID/tag for the preferred training dataset.
3. Conclusions
In this contribution, we provided our views on AI/ML for positioning. The observations and proposals are summarized as follows: 
Observation 1: If all UEs/gNBs always provide the whole measurements and ground truth labels with quality indicator to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality indicator increases unnecessary resource overhead.
Observation 2: Training AI/ML model for positioning at network side is more feasible due to easier data collection and stronger computational resources.

[bookmark: _GoBack]Proposal 1: Regarding data collection for AI/ML model training, the ground truth labels are generated by the following entity in addition to PRU with known location:
· The UEs with non-NR positioning capability such as GPS or GNSS;
· The UEs or network entity with high confidence degree positioning results based on existing NR RAT-dependent positioning methods.
Proposal 2: Regarding data collection for AI/ML model training, further study how to select UEs to generate the high-quality noisy ground truth labels to improve the performance of AI/ML model.
Proposal 3: For case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at UE and gNB side respectively, LMF side can collect a large-scale dataset from numerous UEs/PRUs/gNBs and transmit the dataset to UE/gNB side for AI/ML model training.
Proposal 4: For case 1, case 2a and case 3a, if UE-side model and gNB-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs and deliver/transfer the trained AI/ML model to UE/gNB side.
Proposal 5: For case 2b and case 3b, when LMF-side model is trained at LMF side, LMF can collect a large-scale dataset from numerous UEs/PRUs/gNBs for model training.
Proposal 6: For the ground truth label generated by the UE/gNB based on non-NR and NR RAT-dependent positioning methods, the quality indicator for ground truth label can be used to determine whether the ground truth label meets the required quality for AI/ML model training.
Proposal 7: When LMF side collects training data from UEs/PRUs/gNBs, LMF side can use a quality indicator to indicate the request quality of the collected data.
Proposal 8: Regarding the data collection for training, enhancements on top of existing PRS/SRS-pos configuration for positioning measurement are not necessary.
Proposal 9: Regarding the data collection for training, enhancements on top of time stamp in existing positioning measurement report or new time stamp report for positioning measurement should be further studied.
Proposal 10: Confirm the following working assumption:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Proposal 11: For case 2b, if PRU/UE generates and reports new measurement such as CIR to LMF side as the input of AI/ML model, two-sided AI/ML model can be considered.
Proposal 12: It is feasible to use ground truth labels to monitor the AI/ML model performance:
· Ground truth labels provided by the following entities in addition to PRU with known location: 
· The UEs with satellite positioning capability such as GPS or GNSS;
· The UEs or network entity with high confidence degree positioning results based on existing RAT-dependent positioning methods;
· FFS the required quality indication of ground truth label for monitoring purpose.
Proposal 13: The relative displacement between time T1 and time T2 estimated by motion sensor method can be used to monitor the performance of AI/ML model.
Proposal 14: Regarding AI/ML model monitoring, if the AI/ML model is inferred and monitored at the same side, the following procedures for UE-side performance monitoring, gNB-side performance monitoring and LMF-side performance monitoring are considered:
· UE-side performance monitoring:
· For case 1 and case 2a with UE-side model, UE compares the results estimated by AI/ML model (e.g. estimated UE’s position, estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and UE side makes decisions of model selection/activation/deactivation/switching/fallback operation then reports the decisions to gNB or LMF side; 
· gNB-side performance monitoring:
· For case 3a with gNB-side model, gNB compares the results estimated by AI/ML model (e.g. estimated timing/angle of measurement) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and gNB side makes decisions of model selection/activation/deactivation/switching/fallback operation.
· LMF-side performance monitoring:
· For case 2b and case 3b with LMF-side model, LMF compares the results estimated by AI/ML model (e.g. estimated UE’s position) with ground truth label or relative displacement estimated by motion sensor method for AI/ML model monitoring, and LMF side makes decisions of model selection/activation/deactivation/switching/fallback operation.
Proposal 15: Regarding AI/ML model monitoring, if the AI/ML model is inferred and monitored at different sides, at least LMF-side performance monitoring should be supported.
Proposal 16: Regarding AI/ML model monitoring, if the AI/ML model is monitored at LMF side and inferred at the other sides, the following procedures for LMF-side performance monitoring are considered:
· For case 1 and case 2a with UE-side model:
· UE reports the estimated results (e.g. estimated UE’s position, estimated timing/angle of measurement) together with ground truth labels or relative displacement estimated by motion sensor method to the LMF side for AI/ML model monitoring, and the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation; 
· For case 3a with gNB-side model:
· gNB reports the estimated results (e.g. estimated timing/angle of measurement) to the LMF side, and LMF side collects the ground truth labels or relative displacement estimated by motion sensor method for AI/ML model monitoring, and then the LMF side make decisions of model selection/activation/deactivation/switching/fallback operation.
Proposal 17: The following can be considered as the applicable conditions for both functionality-based LCM and model-ID-based LCM: 
· The PRS configuration for nominal input, e.g. source TRPs, RS bandwidth, etc.
· The configuration for nominal output, e.g. UE location for direct AI/ML positioning, timing/angle measurement or LOS/NLOS for AI/ML-assisted positioning.
Proposal 18: The following can be considered as additional conditions for model-ID-based LCM: 
· Information on scenarios/sites, e.g. artificial ID/tag for the environment.
· Information on dataset, e.g. ID/tag for the preferred training dataset.
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