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1. [bookmark: _Ref521334010]Introduction
In RAN1#112bis-e meeting, the following agreements, conclusions, and observations were made for evaluation on AI/ML for spatial-domain beam prediction and time-domain prediction [1]:
	Agreement
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· Companies report the assumption on baseline scheme
· Companies report the assumption on T1 and T2
· Other options are not precluded and can be reported by companies.
Agreement
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· UCI overhead reduction = 1- Total UCI payload size for AI/ML/Total UCI payload size of baseline.
· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism
Conclusion
· It is optional to evaluate and compare the performance for BM Case-1 with different UE distribution assumptions: 
· Option 1: 80% indoor, 20% outdoor as in TR 38.901
· Option 2: 100% outdoor

Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample 
· Companies report how to select the “best” Rx beam(s) 
· Option 2: Measurements of specific Rx beam(s)
· Companies report how to select specific Rx beam(s) 
· Option 3: Measurements of random Rx beam(s) per model input sample
Other options are not precluded and can be reported by companies.

Observation
At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss x%~y%, if applicable] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B.

Agreement
· For AI/ML in beam management, further study performance with different types of label, considering the following:
· Option 1a: Top-1 beam(pair) in Set A
· Option 1b: Top-K beam (pair)s in Set A
· Option 2a: L1-RSRPs per beam of all the beams(pairs) in Set A 
· Option 2b: Top-K beam(pair)s in Set A and the corresponding L1-RSRPs 
· Option 2c: Top-1 beam(pair) in Set A and the corresponding L1-RSRP
· Other options are not precluded and can be reported by companies.
Observation
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A, AI/ML can provide good beam prediction performance with less measurement/RS overhead without considering generalization aspects with the measurements from the best Rx beam without UE rotation.
· (A)With measurements of fixed Set B of beams that of 1/4 of Set A of beams
· evaluation results [from 4 sources] indicate that, AI/ML can achieve [about 70%~80%] beam prediction accuracy of Top-1 DL Tx beam, evaluation results [from 6 sources] indicate that, AI/ML can achieve [about 80%~90%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from 4 sources] show [more than 90%] beam prediction accuracy of Top-1 DL Tx beam
· evaluation results [from 8 sources] indicate that, AI/ML can achieve [more than 90%] beam prediction accuracy for Top-1 DL Tx beam with 1dB margin
· evaluation results [from 8 sources] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy for Top-2 DL Tx beam. The beam prediction accuracy increases with K.  
· evaluation results [from 9 sources] indicate that, the average L1-RSRP difference of Top-1 predicted beam can be [below or about 1dB].
· (B) With measurements of fixed Set B of beams that of 1/8 of Set A of beams
· evaluation results [from 2 sources] indicate that, AI/ML can achieve [about 50%] beam prediction accuracy of Top-1 DL Tx beam, evaluation results [from 3 sources] show [about 60%~70%] beam prediction accuracy of Top-1 DL Tx beam, and evaluation results [from 2 sources] show [about 70%~80] beam prediction accuracy of Top-1 DL Tx beam.
· evaluation results [from 4 sources] indicate that, AI/ML can achieve [70%-90%] beam prediction accuracy for Top-1 DL Tx beam prediction with 1dB margin
· evaluation results [from 2 sources] indicate that, AI/ML can achieve [about 70%~ 80%] beam prediction accuracy for Top-2 DL Tx beam, and evaluation results [from 4 sources] indicate that, AI/ML can achieve [more than 80%] beam prediction accuracy for Top-2 DL Tx beam. The beam prediction accuracy increases with K.
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed.

Agreement
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, optionally study the performance with a quasi-optimal Rx beam (i.e., not all the measurements as inputs of AI/ML are from the “best” Rx beam) with less measurement/RS overhead compared to exhaustive Rx beam sweeping. 
· At least the following options can be considered:
· Opt A: Identify the quasi-optimal Rx beams to be utilized for measuring Set B/Set C based on the previous measurements.
· Companies can report the time information and beam type (e.g., whether the same Tx beam(s) in Set B) of the reference signal to use. 
· Companies report how to find the quasi-optimal Rx beam with “previous measurement”
· FFS: Opt B: The Rx beams for measuring Set B/Set C consist of the X% of “best” Rx beam exhaustive Rx beam sweeping and (1-X%) of random Rx beams [or the adjacent Rx beam to the “best” Rx beam].
· X%= 80% or 90%, or other values reported by companies. 
· Note: X% is the percentage of measurements with “best” Rx beams out of all measurements   
· Other options are not precluded.
· Companies report the measurement/RS overhead together with beam prediction accuracy. 

Conclusion
To evaluate the performance of BM-Case1 for both DL Tx beam and pair prediction, aiming to analysis the following aspects:
· Clarify the baseline performance in terms of beam prediction accuracy and/or average L1-RSRP difference. 
· Other metrics to be considered:
· Measurement/RS overhead reduction
· UCI overhead (reduction) potentially with different quantization 
· User throughput
· Model size /complexity
· Average predicted L1-RSRP difference, if applicable 
· Performance difference based on the reported results from each company
· Different Set B assumption
· Opt A/B, Opt C, Opt D
· [(optional) with UE rotation] 
· (optional) with different Rx assumption for DL Tx beam prediction/DL beam pair prediction and potentially with quasi-optimal Rx beam
· (optional) with quantization
· [(optional) with measurement error]
· [(optional) with different label, including data collection for NW side model if supported]
· [(optional) Impact of different beam pair pattern for beam pair prediction, e.g., 
· Tx down sampling only
· Tx and Rx down sampling]
· Other settings:
· Other percentage of Set B and Set A if reported by companies
· When Set B is different from Set A (e.g., Set B is composed of wide beams and Set A is composed of narrow beams).
· Other aspects are not precluded
· Observation/analysis may consider UE-side and NW-side model when applicable

Observation
· For BM-Case1 DL Tx beam prediction, when Set B is a subset of Set A without considering other generalization aspects with the measurements from the best Rx beam without UE rotation.
· (Opt 2B) For the case that Set B of beams is changed among pre-configured patterns, evaluation results [from 4 sources] show that the beam prediction accuracy degrades [no more than 5%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference, where the [one source] used [24] pre-configured patterns and the rest of sources use [4 or 5] patterns; evaluation results [from 1 source] show that the beam prediction accuracy degrades [about 10%] in terms of Top-1 beam prediction accuracy than when Set B is fixed across training and inference. 
· Note: the above performance can also be treated as training with mixed patterns of Set B of beam, and testing with mixed patterns Set B of beams. 
· Note: the measurements are obtained from the best Rx beam without UE rotation
· Note that ideal measurements are assumed
· Beams could be measured regardless of their SNR.
· No measurement error.
· Measured in a single-time instance (within a channel-coherence time interval).
· No quantization for the L1-RSRP measurements.
· No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
· This observation is based on Set B patterns that were chosen by each company.

Conclusion
To evaluate the performance of BMCase-2 for both DL Tx beam and pair prediction, aiming to analysis the following aspects:
· Clarify the baseline performance in terms of beam prediction accuracy and/or average L1-RSRP.
· Observations based on the metrics to be considered:
· Top-1/K [=2] beam prediction accuracy, Top-1 beam prediction accuracy with 1dB, average L1-RSRP difference
· Measurement/RS overhead reduction
· UCI overhead (reduction) potentially with different quantization
· User throughput
· Model size and complexity
· Average predicted L1-RSRP difference, if applicable
· Scenarios/assumptions/Cases for basic observations
· Set A and Set B relationship
· Set A= Set B
· Set B /Set A =1/4, [1/6], 1/8, 1/16, [1/32]
· UE speed: 30km/h
· No UE rotation
· FFS the following cases for results reporting.
· Case 1:  based on T1 and T2, where T2 is the time duration for the best beam selection, and T1 is a time duration to obtain the measurements of all the RS resource from Set B of beams.
· T1 = 40ms, 80ms, 160ms, [320ms], [640ms]
· T2 = 40ms, 80ms, 160ms, 320ms, [960ms]
· M= [1, 2, 3, 4, 5, 8], where M is the number of time instance(s) for measurement/report in T1 as AI/ML inputs (per model)
· P= [1, 2, 4, 5, …], where P is the number of time instance(s) P for prediction as AI/ML model output(s)/label(s) (per model)
· Case 2: based on the number of prediction instance(s) Y for every number of measurement instance(s) X, at least consider the following values:
· Minimal periodicity for time instances for measurement(s) and prediction(s) = [40ms, 80ms, 160ms]
· X = [1, 2]
· Y = [1, 2, 4, 5, 10]
· P= [1, 2, 4, 5, …], where P is the number of time instance(s) P for prediction as AI/ML model output(s)/label(s) (per model)
· The number of measurement instance(s) as AI inputs are up to implementation.
· FFS whether separated observations are needed or not for the following:
· UE trajectories
· Performance difference based on the reported results from each company
· With UE rotation
· Different UE speed: e.g., 60km/h, 90km/h, 120km/h
· Different observation/prediction windows or periodicity for time instances.
· Different Set B assumption when Set A is a subset of Set B
· Opt A/B, Opt C, Opt D
· Other settings:
· Other percentage of Set B and Set A if reported by companies
· When Set B is different from Set A (e.g., Set B is composed of wide beams and Set A is composed of narrow beams).
· Other aspects are not precluded
· Observation/analysis may consider UE-side and NW-side model when applicable.


In this contribution, remaining issues of KPIs and evaluation methodology for AI/ML based beam management enhancement are discussed. Simulation results for BM-Case1 and BM-Case2 are also provided.
2. Discussion
2.1. KPI of AI/ML based beam management
During the previous meetings, several KPIs have been defined for evaluating the performance of AI/ML-based beam management, including the beam prediction accuracy, L1-RSRP difference, predicted L1-RSRP difference, etc. One issue needs clarification is how to select Rx beam for the ideal L1-RSRP of Top-1 predicted beam. In our view, best Rx beam of the predicted beam can be assumed. Under this assumption, for DL Tx beam prediction, if the AI/ML model predicts the best Tx beam correctly, the average L1-RSRP difference will be zero, which is aligned with the understanding that the average L1-RSRP difference will only be non-zero when the best beam is not correctly predicted.
Proposal 1: For DL Tx beam prediction, the ideal L1-RSRP of Top-1 predicted beam is defined as the ideal L1-RSRP of Top-1 predicted DL Tx beam receiving with the best Rx beam of this Tx beam.
2.2. Beam management procedures
In RAN1#112bis-e meeting, the following proposal has been discussed in FL summary [2].
	Proposal 3.6b:
For further analysis the feasibility and usage of AI/ML in beam management at least for BM-Case 1, further considering the following as a starting point:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 
· Note: P1/P2/P3 procedures are describe in TR 38.802


At this stage, all the options can be kept for further study, and whether all the options are feasible will depend on the discussion in AI 9.2.3.2. The feasibility of beam pair prediction is under discussed in AI 9.2.3.2. If some assistance information (e.g. relative Rx beam information) can be provided from UE to gNB, the gNB can recommend the Rx beam of the predicted Tx-Rx beam pair to UE.
Proposal 2: For further analysis the feasibility and usage of AI/ML in beam management at least for BM-Case 1, further considering the following with potential down-selection:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 
· Note: P1/P2/P3 procedures are described in TR 38.802
2.3. Remaining issues on evaluation methodologies
In RAN1#112 of AI 9.2.3.2 [3], it was agreed to study the following performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2 with potential down-selection.
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


In our view, whether the above alternatives can be used for model monitoring should be evaluated in AI 9.2.3.1. If the metric can reflect the performance of the model well, the specification impact of introducing such performance metric can be discussed in AI 9.2.3.2. For Alt.1, it is naturally feasible and can be used as the benchmark when accessing other performance metrics. For example, to identify whether a proposed performance metric can be used for performance monitoring, we should investigate whether the beam prediction accuracy and the proposed performance metric are consistent when the performance of the model degrades. If model A trained in Scenario #A/Configuration # A cannot be well generalized to Scenario #B/Configuration #B, the beam prediction accuracy of model A will reduced obviously when it is applied in Scenario #B/Configuration #B. If the performance reduction can also be obviously observed in the proposed performance metric, we can consider the proposed performance metric can be used to monitor the model performance.
Proposal 3: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, beam prediction accuracy can be used as the benchmark to identify whether a proposed performance metric is feasible.
3. Evaluation for BM-Case1
In this section, we present the evaluation results for BM-Case1, including performance with different options for Set B selection, different Rx beam assumption. The impacts of quantization are also evaluated. The simulation assumptions are shown in Table 6 in Annex. The detailed evaluation results are provided in the result collection excel. ResNet-based models are used for evaluations of BM-Case1.
For BM-Case1 beam pair prediction, we assume Set A comprises 128 beam pairs, consisting of 32 gNB DL Tx beams and 4 UE DL Rx beams, and Set B comprises 32 beam pairs, consisting of 8 selected gNB DL Tx beams and 4 UE DL Rx beams. For BM-Case1 DL Tx beam prediction, Set A comprises 32 Tx beams and Set B comprises 8 Tx beams.  
3.1. Performance with different Set B
In RAN1#110bis-e [4] and RAN1#112 [3], the following agreements regarding the selection of Set B were reached.
	Agreement@RAN1#110bis
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Agreement@RAN1#112
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)


In our simulations, Option 1 fixed Set B pattern and Option 2 variable Set B patterns with Opt B and Opt C are considered. 
DL Tx beam prediction
For fixed Set B, the pattern of selected 8 Tx beams from 32 Tx beams is shown in Figure 1. For the variable Set B of Opt B, Set B is randomly selected from four pre-configured patterns as shown in Figure 2, and 8 Tx beams are selected for each pattern. For Opt C, the 8 DL Tx beams are randomly selected from 32 DL Tx beams.


Figure 1: Fixed pattern 1 for DL Tx beam


Figure 2: Pre-configured patterns for DL Tx beam
The simulation results of different Set B patterns of DL Tx beam prediction are presented in Table 1. For all the simulations in Table 1, the best Rx beam for best Tx beam of Set B is selected as the Rx beam.
[bookmark: _Ref134624424]Table 1: Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction 
	Set B pattern
	Top-1(%)
	Top-2/1(%)
	Top-1(%) with 1dB margin
	Average L1-RSRP diff (dB)

	Fixed pattern(Opt 1)
	97.76
	99.86
	99.92
	0.0063

	Pre-configured pattern (Opt 2B)
	87.24
	96.09
	92.67
	0.7504

	Random pattern (Opt 2C)
	27.59
	40.84
	41.75
	6.5217


Based on the evaluation results, we make the following observations for Tx beam prediction with different Set B.
Observation 1：For BM-Case1 DL Tx beam prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects with the measurements from the best Rx beam without UE rotation
· (Opt 1) For the case that Set B of beams is a fixed pattern, evaluation results show that AI/ML can achieve above 97% Top-1 beam prediction accuracy, above 99% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· (Opt 2B) For the case that Set B of beams is changed among four pre-configured patterns, evaluation results show that when comparing with the performance of fixed Set B pattern, the Top-1 beam prediction accuracy degrades about 10%, the Top-2 beam prediction accuracy degrades less than 5%, the Top-1 beam prediction accuracy with 1dB margin degrades about 7%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB
· (Opt 2C) For the case that Set B is randomly selected from Set A, evaluation results show that when comparing with the performance of fixed and pre-configured Set B pattern, the beam prediction performance degrades seriously.

Tx-Rx beam pair prediction
For the fixed and variable Set B patterns for beam pair prediction, we use the DL Tx beam pattern shown in Figure 1 and Figure 2, and all 4 DL Rx beams are used for constructing Set B pattern, i.e., we only assume down sample in Tx beams for beam pair prediction. The simulation results of different Set B patterns of Tx-Rx beam pair prediction are presented in Table 2. 
[bookmark: _Ref134625213]Table 2: Evaluation results for BM-Case1 without model generalization for Tx-Rx beam pair prediction
	Set B pattern
	Top-1(%)
	Top-2/1(%)
	Top-1(%) with 1dB margin
	Average L1-RSRP diff (dB)

	Fixed pattern(Opt 1)
	87.66
	98.67
	99.54
	0.0346

	Pre-configured pattern (Opt 2B)
	74.75
	92.69
	92.71
	0.6933

	Random pattern (Opt 2C)
	25.87
	39.36
	39.8
	6.2372



Based on the evaluation results, we make the following observations for Tx-Rx beam pair prediction with different Set B.
Observation 2：For BM-Case1 Tx-Rx beam pair prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects and UE rotation
· (Opt 1) For the case that Set B of beams is a fixed pattern, evaluation results show that AI/ML can achieve above 85% Top-1 beam prediction accuracy, above 98% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· (Opt 2B) For the case that Set B of beams is changed among four pre-configured patterns, evaluation results show that when comparing with the performance of fixed Set B pattern, the Top-1 beam prediction accuracy degrades about 13%, the Top-2 beam prediction accuracy degrades about 6%, the Top-1 beam prediction accuracy with 1dB margin degrades about 7%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB
· (Opt 2C) For the case that Set B is randomly selected from Set A, evaluation results show that when comparing with the performance of fixed and pre-configured Set B pattern, the beam prediction performance degrades seriously.
3.2. Performance with different Rx beam assumption
In RAN1#112bis-e [1], the following agreement regarding the Rx beam options for DL Tx beam prediction was approved.
	Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample 
· Companies report how to select the “best” Rx beam(s) 
· Option 2: Measurements of specific Rx beam(s)
· Companies report how to select specific Rx beam(s) 
· Option 3: Measurements of random Rx beam(s) per model input sample
Other options are not precluded and can be reported by companies.


We evaluate the performance of DL Tx beam prediction with different Rx beam assumptions. For option1, case 0 is adopted, i.e., the best Rx beam of the best Tx beam within Set B are selected. For option 2, we select the specific Rx beam for each sample in order of Rx-1, Rx-2, Rx-3, Rx-4.For option3, the Rx beam for each input sample is randomly selected. The evaluation results are illustrated in Table 3. For all the simulations in Table 3, we assume the fixed Set B Tx beam pattern shown in Figure 1 is used. 
[bookmark: _Ref134625995]Table 3: Evaluation results for BM-Case1 without model generalization for DL Tx beam prediction
	Set B pattern
	Top-1(%)
	Top-2/1(%)
	Top-1(%) with 1dB margin
	Average L1-RSRP diff (dB)

	Option1 (case 0)
	97.76
	99.86
	99.92
	0.0063

	Option2 (specific Rx)
	96.48
	99.81
	99.70
	0.0202

	Option3 (random Rx)
	91.55
	98.38
	98.37
	0.1467


Based on the evaluation results, we make the following observations for Tx beam prediction with different Rx beam assumption.
Observation 3：For BM-Case1 DL Tx beam prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects with the measurements from the best Rx beam without UE rotation
· For the case that using the measurements of the “best” Rx beam as AI/ML inputs,  evaluation results show that AI/ML can achieve above 97% Top-1 beam prediction accuracy, above 99% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· For the case that using the measurements of specific Rx beam(s) as AI/ML inputs, evaluation results show that when comparing with the performance of using “best” Rx beam, the beam prediction performance is slightly reduced (less than 2%), and the average L1-RSRP difference of Top-1 predicted beam degrades less than 0.1 dB
· For the case that using the measurements of random Rx beam(s) as AI/ML inputs, evaluation results show that when comparing with the performance of using “best” Rx beam, the Top-1 beam prediction accuracy degrades about 6%, the Top-2 beam prediction accuracy and the Top-1 beam prediction accuracy with 1dB margin degrades less than 2%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 0.2 dB.
3.3. Performance with impact of quantization
In RAN1#112 [3], the following agreement regarding the impact of quantization was approved.
	Agreement
· Further study the impact of quantization error of inputed L1-RSRP (for training and inference) for AI/ML model for beam management. 
· Existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) is the starting point for evaluation at least for network-sided model. 


We evaluate the impact of quantization error following the legacy L1-RSRP quantization mechanism in current specification. We compare the Tx-Rx beam pair prediction with fixed Set B pattern with/without quantization error, and the results are presented in Table 4. We use Top-K beam ID as model output, hence the quantization errors are considered for model input, and the ground-truth labels for training is irrelative to the RSRP quantization.
[bookmark: _Ref134626961]Table 4: Evaluation results for BM-Case1 with/without quantization error
	Model usage
	Top-1(%)
	Top-2/1(%)
	Top-1(%) with 1dB margin
	Average L1-RSRP diff (dB)

	Beam pair prediction
(with/without quantization error)
	87.66/85.44
	98.67/97.67
	99.54/98.96
	0.0346/0.0723


Based on the evaluation results, we make the following observation for the impact of quantization.
Observation 4：For BM-Case1 beam pair prediction, if beam ID is used as model output, the legacy quantization mechanism for RSRP has negligible impact on the prediction performance.
4. Evaluation for BM-Case2
In this section, we assess the performance of the BM-Case2. For Set A and Set B relationship of BM-Case2, two options are provided. One option is Set A equals to Set B, and the other option is the size of Set B is smaller than Set A. In our simulation, we assume that Set B is the subset of Set A. Specifically, we assume Set A consists of 256 beam pairs, comprising of 32 DL Tx beams and 8 Rx beams, whereas Set B consists of randomly selected 8 beam pairs from Set A at each time instance in observation window T1.
The periodicity of time instance for each measurement in observation window T1 is assumed as 40ms. T1 comprises 8 measurements, i.e., the total observation window T1 is 280ms. Three AI/ML models are trained to predict the L1-RSRP values of Set A for future P time instances. The values of P for the three models are 1, 4, and 8, respectively. Namely, the three models can predict the beam pairs for future 40ms, 160ms, and 320ms, respectively. We use MLP-Mixer-based structure for model training. The evaluation results are presented in Table 5. 
Table 5: Evaluation results for BM-Case2 without model generalization for beam pair prediction with random Set B pattern (T1=280ms, T2=40/160/320ms)
	T2
	Top-1(%)
	Top-2/1(%)
	Top-4/1(%)
	Top-1(%) with 1dB margin
	Average L1-RSRP diff (dB)

	40ms
	73.03
	84.53
	90.86
	81.98
	0.8850

	160ms
	71.50
	83.45
	89.93
	80.07
	1.1188

	320ms
	67.55
	80.32
	87.15
	75.27
	1.6335


Based on the evaluation results, we make the following observations for BM-Case2 beam pair prediction.
Observation 5：For BM-Case2 Tx-Rx beam pair prediction, when Set B is a subset of Set A with 1/32 beam pairs are randomly selected from Set A at each time instance in observation window T1 and totally 8 time instances are included in T1, without considering generalization aspects and UE rotation
· For the case that the predicted future time instance is one, evaluation results show that AI/ML can achieve above 70% Top-1 beam prediction accuracy, above 80% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, above 90% Top-4 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 1 dB
· When the predicted time instances of AI/ML model is increasing, the beam prediction performance degrades accordingly. E.g., when the predicted time instance increases from 1 to 8, the Top-1 beam prediction accuracy degrades about 15%, the Top-2 and Top-4 beam prediction accuracy degrades less than 5%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB.
5. Conclusions
In this contribution, the remaining issues of KPIs and evaluation methodology for AI/ML based beam management enhancement are discussed, and the simulation results for BM-Case1 and BM-Case2 are presented. The observations and proposals are summarized as follows:
Proposal 1: For DL Tx beam prediction, the ideal L1-RSRP of Top-1 predicted beam is defined as the ideal L1-RSRP of Top-1 predicted DL Tx beam receiving with the best Rx beam of this Tx beam.
Proposal 2: For further analysis the feasibility and usage of AI/ML in beam management at least for BM-Case 1, further considering the following with potential down-selection:
· Option 1: AI/ML can be used to predict Top-K Tx beams in Set A of beams based on measurement results of Set B of beams, to substitute whole or part of P1 and/or P2 procedure. 
· Option 2: AI/ML can be used to predict Top-1 Tx beam in Set A of beams based on the measurement results of Set B of beams, to substitute the whole or a part of P1 and/or P2 procedure
· Option 3: AI/ML can be used to predict Top-K Tx-Rx beam pairs in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute a part of P1 and/or P2-P3 procedure
· Option 4: AI/ML can be used to predict Top-1 Tx-Rx beam pair in Set A of beam pairs based on measurement results of Set B of beams pairs, to substitute the whole or a part of P1 and/or P2-P3 procedure 
· Other options are not precluded and can be reported by companies. 
· Note: P1/P2/P3 procedures are described in TR 38.802
Proposal 3: Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, beam prediction accuracy can be used as the benchmark to identify whether a proposed performance metric is feasible.
Observation 1：For BM-Case1 DL Tx beam prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects with the measurements from the best Rx beam without UE rotation
· (Opt 1) For the case that Set B of beams is a fixed pattern, evaluation results show that AI/ML can achieve above 97% Top-1 beam prediction accuracy, above 99% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· (Opt 2B) For the case that Set B of beams is changed among four pre-configured patterns, evaluation results show that when comparing with the performance of fixed Set B pattern, the Top-1 beam prediction accuracy degrades about 10%, the Top-2 beam prediction accuracy degrades less than 5%, the Top-1 beam prediction accuracy with 1dB margin degrades about 7%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB
· (Opt 2C) For the case that Set B is randomly selected from Set A, evaluation results show that when comparing with the performance of fixed and pre-configured Set B pattern, the beam prediction performance degrades seriously.
Observation 2：For BM-Case1 Tx-Rx beam pair prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects and UE rotation
· (Opt 1) For the case that Set B of beams is a fixed pattern, evaluation results show that AI/ML can achieve above 85% Top-1 beam prediction accuracy, above 98% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· (Opt 2B) For the case that Set B of beams is changed among four pre-configured patterns, evaluation results show that when comparing with the performance of fixed Set B pattern, the Top-1 beam prediction accuracy degrades about 13%, the Top-2 beam prediction accuracy degrades about 6%, the Top-1 beam prediction accuracy with 1dB margin degrades about 7%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB
· (Opt 2C) For the case that Set B is randomly selected from Set A, evaluation results show that when comparing with the performance of fixed and pre-configured Set B pattern, the beam prediction performance degrades seriously.
Observation 3：For BM-Case1 DL Tx beam prediction, when Set B is a 1/4 subset of Set A, without considering generalization aspects with the measurements from the best Rx beam without UE rotation
· For the case that using the measurements of the “best” Rx beam as AI/ML inputs,  evaluation results show that AI/ML can achieve above 97% Top-1 beam prediction accuracy, above 99% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 0.1 dB
· For the case that using the measurements of specific Rx beam(s) as AI/ML inputs, evaluation results show that when comparing with the performance of using “best” Rx beam, the beam prediction performance is slightly reduced (less than 2%), and the average L1-RSRP difference of Top-1 predicted beam degrades less than 0.1 dB
· For the case that using the measurements of random Rx beam(s) as AI/ML inputs, evaluation results show that when comparing with the performance of using “best” Rx beam, the Top-1 beam prediction accuracy degrades about 6%, the Top-2 beam prediction accuracy and the Top-1 beam prediction accuracy with 1dB margin degrades less than 2%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 0.2 dB.
Observation 4：For BM-Case1 beam pair prediction, if beam ID is used as model output, the legacy quantization mechanism for RSRP has negligible impact on the prediction performance.
Observation 5：For BM-Case2 Tx-Rx beam pair prediction, when Set B is a subset of Set A with 1/32 beam pairs are randomly selected from Set A at each time instance in observation window T1 and totally 8 time instances are included in T1, without considering generalization aspects and UE rotation
· For the case that the predicted future time instance is one, evaluation results show that AI/ML can achieve above 70% Top-1 beam prediction accuracy, above 80% Top-1 beam prediction accuracy with 1dB margin and Top-2 beam prediction accuracy, above 90% Top-4 beam prediction accuracy, and the average L1-RSRP difference of Top-1 predicted beam is less than 1 dB
· When the predicted time instances of AI/ML model is increasing, the beam prediction performance degrades accordingly. E.g., when the predicted time instance increases from 1 to 8, the Top-1 beam prediction accuracy degrades about 15%, the Top-2 and Top-4 beam prediction accuracy degrades less than 5%, and the average L1-RSRP difference of Top-1 predicted beam degrades less than 1 dB.
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7. Annex
[bookmark: _Ref111217415][bookmark: _Ref134692539]Table 6: Simulation assumptions for Dense Urban scenario for Alt.2 of BM-Case1
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz SCS: 120 kHz

	Deployment
	200m ISD, 2-tier model with wrap-around (19 sites, 3 sectors/cells per site)

	Channel model
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	10 UEs per sector/cell for full buffer traffic
80% indoor ,20% outdoor as in TR 38.901

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	BF scheme
	DFT codebook

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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