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Introduction
A new study item (SI) on artificial intelligence (AI) / machine learning (ML) for new radio (NR) air interface was agreed in 3GPP TSG RAN Meeting #94e [1]. One use case studied in the SI includes position accuracy enhancement for different scenarios including e.g. those with heavy non-line-of-sight (NLOS) links. One of the targets under consideration is to assess potential specification impact on PHY layer aspects as RAN1.
In this contribution, we mainly present our views on cases and their respective specification impact for AI/ML based positioning accuracy enhancement. We prioritize the study on agreements made in all previous meetings until 3GPP RAN1#112bis-e, which are shared in Appendix A. We also include in the discussion proposals not agreed upon, topics for further study indicated as part of the agreements made part of the RAN1#112bis-e meeting and previous meetings. 
The rest of this paper is organized as follows, in Section 2 we show our own mapping and illustrative concepts of each AI/ML positioning representative cases, in Section 3 we discuss the generic framework on functionality identification and aspects on model-identification-based LCM already agreed in the agenda item 9.2.1 considering AI/ML positioning particularities and potential applicable conditions. In Section 4 we discuss aspects and specification impact related to data collection for training and monitoring. In Section 5 and Section 6 we discuss specification impact on performance monitoring and model inference respectively. In Section 7 we discuss other aspects not considered in the previous sections. Finally, in Section 8 we provide a summary of observations and proposals. 

Cases of AI/ML based positioning
At the RAN1#110-bis-e meeting, the following agreement defined some representative cases:
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact, at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML-assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML-assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML-assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Our understanding of each case is described and illustrated in the following subsections. 
Case 1
In this case, the model deployment is done on the UE-side. Here, the direct AI/ML and AI/ML assisted positioning sub-use cases can be deployed to get as output the horizontal position or intermediate feature, respectively. For both cases, the parameter measurement used as input is done in the UE (downlink positioning), and the final position estimation is also on the UE-side. An illustration indicating the reference signal used to generate measurements and the entities involved in each case are presented in Figure 1.
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(a) Direct AI/ML Positioning
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(b) Assisted AI/ML Positioning


[bookmark: _Ref130876506]Figure 1: Case 1 – UE-based positioning with UE-side model, (a) direct AI/ML (b) or AI/ML assisted positioning



Case 2a
In this case, the position estimation is done on the LMF-side. However, the model is deployed on the UE-side to perform the AI/ML assisted positioning method, which estimates the intermediate feature. Here, the measurement is done in the UE (downlink positioning). This intermediate feature is reported to the LMF to calculate the position. An illustration of this case is represented in Figure 2.
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[bookmark: _Ref130877576]Figure 2: Case 2a – UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning



Case 2b
The difference of this case with Case 2a is that the model is deployed on the LMF-side to enable a direct AI/ML positioning method. As in the previous case, the measurement is done in the UE (downlink positioning). An illustration of this case is represented in Figure 3.
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[bookmark: _Ref130877585]Figure 3: Case 2b – UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning



Case 3a
The difference between this case and Case 2a is that the model is deployed in the gNB-side to enable an AI/ML assisted positioning method. Another difference is that the measurement is done in the gNB (uplink positioning). Here, the output is an intermediate feature that should be reported to the LMF. Finally, the LMF performs the position estimation. An illustration of this case is represented in Figure 4.
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[bookmark: _Ref130877591]Figure 4: Case 3a – NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning



Case 3b
In this case, the model output is the horizontal position, which is estimated in the LMF using measurements already obtained in the gNB (uplink positioning) and model deployed in the LMF using a direct AI/ML positioning. An illustration of this case is represented in Figure 5.
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[bookmark: _Ref130877596]Figure 5: Case 3b – NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



These cases (Case1 – 3a) are discussed according to individual perspectives, including data collection, performance monitoring, and model inference in the following sections.
[bookmark: _Toc134052132][bookmark: _Toc134521623][bookmark: _Toc135042304]For explaining various AI/ML positioning cases, it would be beneficial to include illustrative figures in the technical report (TR 38.843). 
Framework for AI/ML based Positioning
Based on the agreement in general aspects Agenda item 9.2.1 in RAN1#112 meeting related to AI/ML functionality identification:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 




During 3GPP RAN1#112bis-e meeting, the following agreement was achieved.
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification




For AI/ML functionality identification, we understand that the LTE positioning protocol (LPP) represents the 3GPP legacy framework for positioning. Thus, the current procedures already specified in the 3GPP 37.355 may be reused to report capabilities from the UE to the NW(LMF). For instance, Figure 6 and Figure 7 are shown already standardized procedures to transfer capabilities and indication capabilities from the target UE to the LMF.


[image: ]
[bookmark: _Ref130886080]Figure 6 - LPP capability transfer procedure already standardized in TS 3GPP 37.355.
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[bookmark: _Ref130886088]Figure 7 - LPP capability indication procedure already standardized in TS 3GPP 37.355.
In the following subsections, we share our views on functionality and model-based LCM.
functionality-based LCM
To better discuss the aspects on functionality-based LCM and its relation to positioning feature/method as well as UE’s capabilities, some examples of positioning features/methods are shared in Table 1, specifically, the examples are centred on Case 1 and Case 2a. In the same table, we also considered two extra fields: the UE’s conditions (UE capability report), and the priority (mandatory/optional) field. This is a preliminary mapping that should be discussed and iterated between companies to enhance our mutual understanding following the general framework defined in the agenda item 9.2.1.
In addition to UE’s condition reporting, the legacy framework should be capable to support at least the performance monitoring of each functionality. For positioning use case, a specific functionality is characterized by a set of specific UE’s conditions range of parameters. In other words, a specific feature/method listed in Table 1 can be realized by several functionalities where each functionality is configured to utilize certain combination of UE capabilities. The following illustration is shared to provide a better explanation of functionalities and features.
	features vs functionalities:
Every feature are characterized by a list of UE’s conditions. For each feature, a set of specific functionalities can be characterized by a set of specific UE’s condition values. For example:

Feature:  AIML_direct_DL_CIR_UEside
Functionality 1-01 : N’t = 64 only, N_port = 2 only, N_TRP = 12 only
Functionality 1-02: N’t = 128 only, N_port = 2,4 only, N_TRP = 1,…,18 only
Functionality 1-03: ….
Functionality 1-04: ….

Feature:  AIML_assisted_DL_CIR_LMFside
Functionality 2-01: intermediate_feature= ToA only, N’t = 128 only, N_port = 1 only, N_TRP = 15 only
Functionality 2-02: intermediate_feature= LOS/NLOS indication only, N’t = 128 only, N_port = 2,4 only, N_TRP = 1,…,18 only
Functionality 2-03: ….
Functionality 2-04: ….

Thus, based on the specific UE’s conditions and features related to a target UE, the LMF(NW) may set a specific Functionality X 
Notes: 
· The numbers used to distinguish functionalities are used only for illustrative purposes in these examples. 
· In an extreme and ideal scenario, an specific feature can be represented by a unique functionality supporting all UE’s conditions listed in the table for one specific UE.



[bookmark: _Toc134521583][bookmark: _Toc135042252]For functionality-based LCM on AI/ML positioning, a specific functionality represents a specific configuration of set of unique UE conditions that realizes a certain positioning feature.  

[bookmark: _Ref130890589]Table 1 - Potential new methods and capabilities conditions for target UEs based to enable the functionality identification framework.
	Positioning feature
	UE’s conditions (UE Capability Report)

	Mandatory / Optional

	AIML_direct_DL_CIR_ UEside
Description: the fingerprint position is estimated in the UE-side when the input is CIR.
(Case 1) – Direct AI/ML
	Supported N’t: To indicate the N’t values that the UE is capable to consider in AIML_direct_DL_CIR_UEside positioning.
N’t = 64, 128, 256, 512.
	Mandatory

	
	Supported N_port: To indicate the N_port is the number of transmit/receive antenna port pairs to consider in AIML_direct_DL_CIR_UEside positioning.
N_port = 1,2,4.
	Mandatory

	
	Supported N_TRP: To indicate the number of N_TRP, which is the number of TRPs to consider for AIML_direct_DL_CIR_UEside positioning.
N_TRP = 1, 2, …, 72. 
	Optional

	
	Supported on collecting and labeling dataset for training, updating, and monitoring: Defines the support of the UE to receive data collection assistance from the LMF. 
See Note 1.
	Optional

	
	Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements for AIML_direct_DL_CIR_UEside.
	Optional

	
	Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift for AIML_direct_DL_CIR_UEside.
	Optional

	
	Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring for AIML_direct_DL_CIR_UEside.
	Mandatory

	
	Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR for AIML_direct_DL_CIR_UEside.
	Optional

	
	Conditions on supporting ML functionalities - Max number of supported functionalities (1, 2, 4, 8, ...): Indicates the maximum number of functionalities that can be configured toward the UE. 
	Mandatory

	
	Conditions on supporting ML functionalities - Delay in activating a functionality (2 ms, 4 ms, ...): Indicates the delay required when activating or switching a functionality.
	Mandatory

	
	Conditions on supporting ML functionalities - Generalization condition of functionalities (true, false): Indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.
	Mandatory

	AIML_assisted_DL_CIR_ UEside
Description: the intermediate feature is estimated in the UE-side when the input is CIR for AI/ML assisted.
(Case 1) – AI/ML Assisted
	Supported intermediate_feature: To indicate the intermediate feature supported by the AIML_assisted_DL_CIR_ UEside method.
(1) ToA
(2) Channel type indication (e.g., LOS/NLOS)
(3) Selected positioning anchors
(4) …

	Mandatory

	
	Supported number of channel classes N_channel (for channel type indication as an intermediate feature): Indicates, how many channel classes UE can classify.
N_channel = 2 (e.g., for LOS/NLOS), 3 (e.g., for LOS/OLOS(obstructed line-of-sight)/NLOS), 4, 5, 6, … 
	Optional

	
	Supported channel_features for channel type classification: Indicates which channel features UE can use for determining channel type, e.g., for LOS/NLOS indication. 
Channel_features = {CIR_energy, CIR_maximun_amplitude, CIR RMS delay spread, CIR skewness, CIR skewness, CIR_kurtosis.}
	Optional

	
	Supported N’t: To indicate the N’t values that the UE is capable to consider in AIML_assisted_DL_CIR_ UEside positioning.
N’t = 64, 128, 256, 512.
	Mandatory

	
	Supported N_port: To indicate N_port, which is the number of transmit/receive antenna port pairs to consider in AIML_assisted_DL_CIR_ UEside positioning.
N_port = 1,2,4
	Mandatory

	
	Supported N_TRP: To indicate the number of N_TRP, which is the number of TRPs to consider for AIML_assisted_DL_CIR_ UEside  positioning
N_TRP = 1, 2, …, 72. 
	Optional

	
	Supported on collecting and labeling dataset for training, updating, and monitoring: Defines the support of the UE to receive data collection assistance from the LMF for AIML_assisted_DL_CIR_ UEside. 
See Note 1.
	Optional

	
	Set Conditions -measured DL PRS: Defines support of using PRS based CIR measurements for AIML_assisted_DL_CIR_ UEside.
	Optional

	
	Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements for AIML_assisted_DL_CIR_ UEside.
	Optional

	
	Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift for AIML_assisted_DL_CIR_ UEside.
	Optional

	
	Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring for AIML_assisted_DL_CIR_ UEside.
	Mandatory

	
	Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR for AIML_assisted_DL_CIR_ UEside.
	Optional

	
	Conditions on supporting ML functionalities - Max number of supported functionalities (1, 2, 4, 8, ...): Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE. 
	Mandatory

	
	Conditions on supporting ML functionalities - Delay in activating a functionality (2 ms, 4 ms, ...): Indicates the delay required when activating or switching a functionality.
	Mandatory

	
	Conditions on supporting ML functionalities - Generalization condition of functionalities (true, false): Indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.
	Mandatory

	AIML_assisted_DL_CIR_ LMFside  
Description: the fingerprint position is calculated in the LMF-side when the input is CIR for the AI/ML assisted positioning.
(Case 2a) – AI/ML Assisted
	Supported intermediate_feature: To indicate the intermediate feature supported by the AIML_assisted_DL_CIR_ LMFside.
(1) ToA
(2) Channel type indication (e.g., LOS/NLOS)
(3) Selected positioning anchors
(4) ...

	Mandatory

	
	Supported number of channel classes N_channel (for channel type indication as an intermediate feature): Indicates, how many channel classes can UE classify.
N_channel = 2 (e.g., for LOS/NLOS), 3 (e.g., for LOS/OLOS/NLOS), 4, 5, 6, … 
	Optional

	
	Supported channel_features for channel type classification: Indicates which channel features UE can use for determining channel type, e.g., for LOS/NLOS indication.
Channel_features = {CIR_energy, CIR_maximun_amplitude, CIR RMS delay spread, CIR skewness, CIR skewness, CIR_kurtosis.}
	Optional

	
	Supported N’t: To indicate the N’t values that the UE is capable to consider in AIML_assisted_DL_CIR_ LMFside positioning.
N’t = 64, 128, 256, 512.

	Mandatory

	
	Supported N_port: To indicate N_port, which is the number of transmit/receive antenna port pairs to consider AIML_assisted_DL_CIR_ LMFside.
N_port = 1,2,4
	Optional

	
	Supported N_TRP: To indicate N_TRP, which is the number of TRPs to consider for AIML_assisted_DL_CIR_ LMFside positioning
N_TRP = 1, 2, …, 72.
	Optional

	
	Supported on collecting and labeling dataset for training, updating, and monitoring: Defines the support of the UE to receive data collection assistance from the LMF for AIML_assisted_DL_CIR_ LMFside positioning. 
See Note 1.
	Optional

	
	Supported anchor indication from the LMF: Indicates whether anchors selection by the LMF is supported for AIML_assisted_DL_CIR_ LMFside positioning.
	Optional

	
	Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements for AIML_assisted_DL_CIR_ LMFside positioning.
	Optional

	
	Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift for AIML_assisted_DL_CIR_ LMFside positioning.
	Optional

	
	Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring for AIML_assisted_DL_CIR_ LMFside positioning.
	Mandatory

	
	Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR for AIML_assisted_DL_CIR_ LMFside.
	Optional

	
	Conditions on supporting ML functionalities - Max number of supported functionalities (1, 2, 4, 8, ...): Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE. 
	Mandatory

	
	Conditions on supporting ML functionalities - Delay in activating a functionality (2 ms, 4 ms, ...): Indicates the delay required when activating or switching a functionality.
	Mandatory

	
	Conditions on supporting ML functionalities - Generalization condition of functionalities (true, false): Indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.
	Mandatory



	Note 1: AI/ML functionality identification in Case 1 and Case 2a positioning may need disclosure by the UE if the UE itself requires some assistance from the NW to manage its own AI/ML models that support an specific functionality. For example, the UE may need support with:
· Collecting and labeling training data: to be used for model tuning. In this case, the UE may indicate to the NW that it wants to trigger training data collection. The NW may assist with configuring DL signals which the UE uses to obtain training data inputs. The NW may also assist with labeling said data inputs. 
· When to trigger model updates: For example, the UE may indicate to the NW that it requires to update its own AIML assisted positioning and that its training dataset is imbalanced (e.g. UE has 70% of training data labeled as LOS and 30% as NLOS). Thus, whenever the NW detects that the UE may be in NLOS conditions, it may inform the UE that it can start collecting training data, to balance its dataset.

In summary, a positioning method and/or capability report (as defined in TS 37.355), may be enhanced with new IEs indicating the usage of AI/ML if such usage is conditioned by some NW assistance information transfer.



In the scope of functionality identification framework, a new UE’s capability for AI/ML assisted positioning is the selection of suitable anchors (TRP) to achieve higher positioning accuracy. In the scope of AI/ML assisted positioning the UE may report its capability to perform anchor selection using an ML model on the UE-side. In this case, the intermediate feature could be the indication of selected positioning anchors. This intermediate feature may need to be indicated to the network if it requires some assistance from the NW in managing the corresponding AI/ML assisted positioning method.   
[bookmark: _Toc134052134][bookmark: _Toc134521625][bookmark: _Toc135042305]In the scope of functionality identification and UE capability, RAN1 to study and discuss the specification impact of selected positioning anchors indication as supported intermediate feature on AI/ML assisted positioning.
[bookmark: _Toc134052135][bookmark: _Toc134521626][bookmark: _Toc135042306]RAN1 to consider at least the following mandatory UE’s conditions on supporting ML functionalities for all AI/ML positioning enhancement cases (Case 1-3b):
a) [bookmark: _Toc134052136][bookmark: _Toc134521627][bookmark: _Toc135042307]Max number of supported functionalities (e.g. 1, 2, 4, 8, ...) which indicates the maximum number of functionalities that can be configured toward the UE. 
b) [bookmark: _Toc134052137][bookmark: _Toc134521628][bookmark: _Toc135042308]Delay in activating a functionality (e.g. 2 ms, 4 ms, ...) which indicates the delay required when activating or switching a functionality.
c) [bookmark: _Toc134052138][bookmark: _Toc134521629][bookmark: _Toc135042309]Generalization condition of functionalities (true, false) which indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.

[bookmark: _Toc134052139][bookmark: _Toc134521630][bookmark: _Toc135042310]RAN1 to consider at least the following mandatory UE’s conditions for Cases 1 and Case 2a:
d) [bookmark: _Toc134052140][bookmark: _Toc134521631][bookmark: _Toc135042311]Supported N’t: To indicate the N’t values that the UE is capable to consider (e.g., N’t = 64, 128, 256, 512).
e) [bookmark: _Toc134052141][bookmark: _Toc134521632][bookmark: _Toc135042312]Supported N_port: To indicate N_port, which is the number of transmit/receive antenna port pairs to consider (e.g. ,N_port = 1,2,4).
f) [bookmark: _Toc134052142][bookmark: _Toc134521633][bookmark: _Toc135042313]Supported N_TRP: To indicate N_TRP, which is the number of TRPs to (e.g. ,N_TRP = 1, 2, …, 72)

[bookmark: _Toc134052143][bookmark: _Toc134521634][bookmark: _Toc135042314]RAN1 to consider at least the following optional UE’s conditions for Cases 1 and Case 2a:
g) [bookmark: _Toc134052144][bookmark: _Toc134521635][bookmark: _Toc135042315]Supported on collecting and labeling dataset for training, updating, and monitoring: It defines the support of the UE to receive data collection assistance from the LMF. 
h) [bookmark: _Toc134052145][bookmark: _Toc134521636][bookmark: _Toc135042316]Supported anchor selection indication from the LMF: It indicates whether anchors selection by the LMF is supported.
i) [bookmark: _Toc134052146][bookmark: _Toc134521637][bookmark: _Toc135042317]Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements.
j) [bookmark: _Toc134052147][bookmark: _Toc134521638][bookmark: _Toc135042318]Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift.
k) [bookmark: _Toc134052148][bookmark: _Toc134521639][bookmark: _Toc135042319]Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring.
l) [bookmark: _Toc134052149][bookmark: _Toc134521640][bookmark: _Toc135042320]Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR.

[bookmark: _Toc134052150][bookmark: _Toc134521641][bookmark: _Toc135042321]RAN1 to consider at least the following mandatory UE’s condition for AI/ML assisted positioning in Case 1 and Case 2a:
m) [bookmark: _Toc134052151][bookmark: _Toc134521642][bookmark: _Toc135042322]Supported intermediate_feature: To indicate the intermediate feature (ToA, channel type indication (e.g., LOS/NLOS), Selected positioning anchors, etc).

[bookmark: _Toc134052152][bookmark: _Toc134521643][bookmark: _Toc135042323][bookmark: _Toc134052153][bookmark: _Toc134521644]RAN1 to consider at least the following optional UE’s condition for Case 1 and Case 2a, for channel type classification (e.g., LOS/NLOS): 
n) [bookmark: _Toc135042324]Supported number of channel classes N_channel = {2 (e.g., for LOS/NLOS), 3 (e.g., for LOS/OLOS/NLOS), 4, 5, 6, …}
o) [bookmark: _Toc135042325]Supported channel_features for channel type classification: Indicates which channel features UE can use for determining channel type, e.g., for LOS/NLOS indication. (channel_features = {CIR_energy, CIR_maximun_amplitude, CIR RMS delay spread, CIR skewness, CIR_kurtosis}).

model-based LCM
For Case 1 and Case 2a, the model identification framework is transparent to functionality identification framework. Thus, it is not expected any specification impact for model-based LCM for Case 1 and Case 2a (UE-side model). However, the LMF can provide further assistance to model-based LCM (monitoring, inference, tuning, selection) through the functionality identification framework enhancing for example the data collection with specific positioning reference signal.
[bookmark: _Toc134521585][bookmark: _Toc135042253]For model-based LCM, there is not any specification impact to be considered on this study. In this aspect, the model identification framework is transparent to the functionality identification framework. 
[bookmark: _Toc135042326]RAN1 to identify, study, and enable assistance from LMF (e.g., data collection) through the functionality identification framework that may be used for model-based LCM (e.g., monitoring, inference, tuning, selection) at UE in a transparent manner.
Specification Impact
In the agreement on functionality identification of the agenda item 9.2.1 related to AI/ML general aspects, it is indicated a legacy 3GPP framework should be considered as starting point of discussion. Based on this assumption the specification impact is minimized. In the case of positioning, the LPP is the protocol to be reused. However, it is expected to include new positioning methods based on AI/ML and new reporting IEs. 
[bookmark: _Toc134052306][bookmark: _Toc134521646][bookmark: _Toc135042254]Considering as starting point, the LPP protocol as the 3GPP legacy framework of the functionality identification aspects on AI/ML enhanced positioning cases could be beneficial for the current study item. Besides that, it is expected to include new positioning methods based on AI/ML and new reporting IEs.

[bookmark: _Ref134526323]Data Collection 
During the 3GPP meeting RAN1#112, there has been agreements made in the context of training data generation and collection. Furthermore, data collection related to model monitoring has been also discuss. In this section, we will continue discuss data collection and highlight the common and use-case specific challenges.

	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
E.g., requested quality of training data





The following working assumption was agreed between companies in the 3GPP RAN1#112bis-e meeting.
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existi ng RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective



After a long discussion during 3GPP RAN1#112bis-e meeting, the following proposal was not agreed. However, we believe that it should be further discussed in the next meeting.
	Proposal 1-1-1a
Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified (in addition to entities from previous agreement)
· UE generates ground truth label when label quality satisfy the requirement
· based on non-NR and/or NR RAT-dependent positioning methods
· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· FFS potential specification impact, e.g., the required label quality, necessary assistance signaling to UE
· Note: user data privacy needs to be preserved
· Network entity generates ground truth label when label quality satisfy the requirement 
· based on positioning methods
· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· FFS potential specification impact, e.g., the required label quality





Common Challenges for Data Collection (Applicable to all use cases)
Data collection is a lengthy and computationally expensive process. The process includes generation of data samples, entity generating data samples, mechanisms, and transfer of generated data samples. In the current functionality identification framework, we prioritize data collection for model updating (re-tunning or fine tuning) and monitoring can. However, the aspects related to model training may not be precluded.
[bookmark: _Toc134052154][bookmark: _Toc134521647][bookmark: _Toc135042327]RAN1 to deprioritize the study and discussion of the specification impact of data collection for model training for the current functionality identification framework.
[bookmark: _Toc134052155][bookmark: _Toc134521648][bookmark: _Toc135042328]RAN1 to prioritize the study and discussion of the specification impact of data collection for model update/re-tunning and performance monitoring considering legacy 3GPP framework for positioning.
For model updating and monitoring, each sample along with ground truth label is required. Based on the RAN1#112 meeting and before agreements, there are multiple aspects related to data collection which are not limited to the following list:
· Entity and mechanism to generate ground truth labels
· Applicable conditions to generate the ground truth label
· Other training data (measurement corresponding to the model inputs)
· Associate information of training data such as quality indicator for ground truth, quality of training data
· Transfer of training data between different network entities (UE, gNB and LMF)
· Assistance signaling and procedures to facilitate generation/collection of training data

In addition, data collection for AI/ML positioning is exposed to impairments, such as data availability, noisy ground truth labels, data availability in abnormal propagation conditions, and RF imperfection. These issues are discussed in the following subsections highlighting potential specification impacts in each of them.
[bookmark: _Toc134052156][bookmark: _Toc134521649][bookmark: _Toc135042329]For data collection, RAN1 to study and discuss the potential specification impact of solutions that aims to solve at least the following challenges: data availability, noise ground truth, abnormal propagation conditions, and RF imperfection. Reusing as much as possible the legacy 3GPP framework on positioning. 

Data availability 
Limited dataset: The availability of required data density for model training and testing/validation is one of the key challenges in machine learning, especially in the context of positioning, where obtaining the ground truth labels in terms of UE location, LOS / NLOS condition, etc., is challenging. To overcome the limited dataset availability in real world conditions, additional dataset can be generated using simulation framework to reach a combined training dataset with targeted density (assuming grid based or uniform distribution). 
As discussed in Sec. 3.1.3 of [3], there are various techniques, such as data augmentation, that could be applied in such scenarios to ensure sufficient model performance. 

[bookmark: _Toc134052157][bookmark: _Toc134521650][bookmark: _Toc135042330]For ground truth labels, RAN1 to study and discuss the potential specification impact of at least the UE distribution used for model updating and performance monitoring for AI/ML positioning cases, reusing as much as possible the legacy 3GPP framework. 
In case of limited labelled dataset availability, unlabelled dataset (typically PRS measurements without corresponding geographical positions) can be collected and used as complement to labelled dataset for semi supervised learning training (SSL). In this case, LMF can provide indications on the required unlabelled dataset (e.g., portion, measurement type, filtering rules based on statistical distribution of labelled/unlabelled dataset).

[bookmark: _Toc135042331]To cope with limited labelled dataset availability, RAN1 to study the specification impact of semi supervised learning considering a large unlabelled dataset to improve model accuracy.

In case of using unlabelled data as complement for labelled dataset for semi supervised learning training, the model should be monitored (e.g., performance monitoring, input-based monitoring). If the performance of the SSL positioning model cannot meet satisfaction or the selected unlabelled data are unqualified, SSL rules should be re-selected, or the training should fall back to supervised learning.  

[bookmark: _Toc135042332]RAN1 to study and discuss the potential specification impact of monitoring rules in semi-supervised learning cases.

Alternatively, a donor-based approach to data collection may be considered. Specifically, if a UE has been designated to collect training data, but said UE is capable of collecting only part of the data e.g., can extract a subset of labels, or no labels at all, then donor UEs may be considered to help the first UE in filling in the gaps, i.e., provide the missing entries in the training data of the first UE. It should be noted that in this situation, the donor entries should be marked accordingly, so that the AI/ML model is enabled to distinguish between the different-source entries.

[bookmark: _Toc134521652][bookmark: _Toc135042333]To cope with data scarcity and/or incomplete data, RAN1 to study the potential specification impact of generating a complete data sample using multiple sources e.g., multiple neighbour UEs/PRUs. 
Further, UEs may coordinate with each other using the sidelink interface to collect the data required by the network, when they are not capable or available to collect all the data required. Specifically, UEs can indicate any remaining parts of data that is not yet collected, to each other, after collecting the part they were able to do it. Such approach would also avoid significant signaling overhead in UL/DL as well as latency incurred when network needs to find suitable and available UEs for data collection by communicating with them individually.

[bookmark: _Toc135042334][bookmark: _Toc134052158]RAN1 to study solutions involving PC5 (i.e., sidelink interface) to improve the data collection process in order to reduce latency and signalization overhead.

Acquisition of labelled data: Regarding the challenges and cost in acquisition of high-quality labelled data in reality, for both ML assisted or direct positioning cases, PRUs for in-field measurement either periodically or on-demand. Typically, it is difficult to decide how much data is needed and there is no controlling and assessment of the quality of data used for training. Therefore, it is probably to label and collect data with low-value, i.e., current AI model can already estimate with high accuracy, but miss labeling data with high-value i.e., based on which current AI model can effectively improve its accuracy.
The main idea here is that during the model monitoring or refinement/finetuning step, before the data are indistinguishably fed to the model. For example, the ML-model may assess the ML-model’s estimation confidence, only if current ML-model is uncertain in determining its LOS/NLOS, then it will trigger PRU for on-demand labelling to augment the dataset for model training or finetuning as shown in Figure 8. Here, there are various options for requesting the on-demand LOS/NLOS labelling:
· Option-1: LOS/NLOS detection model is deployed in UE, LOS/NLOS estimation uncertainty can be assessed in UE-based manner, UE report its uncertainty assessment to LMF, LMF requests PRU for labelling if it is uncertain on the estimation and newly labelled data will be used to trigger ML model refinement/finetuning.
· Option-2: LOS/NLOS detection model is deployed in UE, UE can detect LOS/NLOS but cannot assess its estimation uncertainty, UE request LMF to assist on the estimation uncertainty assessment. LMF requests PRU for labelling if needed and sequentially triggers model refinement/finetuning.
· Option-3: LOS/NLOS detection model is deployed in LMF, LMF can assess its estimation uncertainty, and requests PRU for labelling if needed and sequentially triggers model refinement/finetuning.

[image: ]
Figure 8 - overview of on-demand labelling and data-efficient training.

[bookmark: _Toc135042255]For performance monitoring and model fine tuning, different data are with different values or importance during training or finetuning an AI/ML model in improving its estimation accuracy.
[bookmark: _Toc135042335]RAN1 to study further potential impacts on data quality assessment and on demand data labelling for dataset maintenance and augmentation.
[bookmark: _Toc135042256]Model performance and model retraining/ finetuning can be triggered when the positioning estimation uncertainty is over a threshold. 


Noisy labels
For machine learning, especially in the context of positioning, it is challenging to derive ground truth or the correct/ complete labeling information without manual intervention. For instance, consider that a data sample is made from measurements of NR signals and their corresponding label, consisting of the position of the target device at the time of measurement. For each of these samples, it may be possible to obtain noisy labels (inaccurate position) from several sources like GNSS, RAT, etc. When this is the case, samples with one or several sources of noisy labels should be pre-evaluated before transmission and collection of new data samples either for model updating or model (re)-training.  The pre-evaluation metric may depend on the estimation variance of the UE position, so the samples with inferior quality (highly inaccurate position) are discarded. 

[bookmark: _Toc134052307][bookmark: _Toc134521586][bookmark: _Toc135042257]Regarding data collection, the noisy label evaluation can be assisted by the LMF. Samples with one or several sources of noisy labels should be pre-evaluated as part of data collection for model updating and model retraining.

Furthermore, the consistency of the obtained labels changes the decision to accept or reject the sample where there is an opportunity to label a sample with multiple positioning sources. To enable the sample evaluation process, a label consistency score (LCS) may be defined by the LMF. The selected LCS metric may have the following properties: 

· Providing higher LCS value when positioning estimation(s) has/have higher accuracy. 
· In the case of consistency between estimated positions from various sources, LCS values increase proportionally to the number of positioning sources. 
 
Additionally, a threshold for LCS may be signaled by the LMF to enable the sample rejection process. Such threshold may be defined based on the network requirement, e.g., target accuracy, or ML-related parameters, e.g., current collected training dataset size.  

One important aspect of successful model updating is the processing of noisy ground truth label(s). For samples with only one labeling source, we may use the variance of position estimation weight in the effects of each sample on the training results.  

[bookmark: _Toc134052308][bookmark: _Toc134521587][bookmark: _Toc135042258]In case of the opportunity to label a sample with multiple positioning sources, one may exploit all the information from different positioning sources and incorporate them in the set of labels.  

[bookmark: _Toc135042336]For robust data collection process, RAN1 to study consistency/quality of labeling solutions and their specification impact at least for UE-sided model (Case 1 and Case 2a).

Abnormal propagation conditions  
Lifecycle management of a positioning ML model requires periodic model updates, where the periodicity depends on the following: 
1. The inference frequency, i.e., how often the model is used after deployment. 
2. The type of UE that uses the model because different UEs have different capabilities to collect data and/or update the model accordingly. 
3. What positioning task is the model solving, e.g., direct positioning AI/ML or AI/ML assisted positioning (LOS detection, location estimation, etc.). 
4. The availability of data, i.e., how much, how diverse, and how often data can be collected.  
5. The reliability of the data, i.e., if the data is characterizing well the conditions for which the ML model is being updated. 

While items 1-3 are intrinsic to the ML function and/or UE type and thus relatively controllable, items 4-5 are extrinsic and typically depend on the propagation and interference conditions in which the UE finds itself.  Thus, if only items 1-3 are accounted for when managing the ML model update, while items 4 and 5 are disregarded, the ML model may be updated to learn a set of peculiar/rare channel conditions that do not represent well the average daily conditions. In other words, the model update is done based on a situation that does not represent typical wireless conditions, but an anomaly, leading to an overall unrealistic model that does not generalize well. Therefore, the ML model lost generalization capabilities on how to deal with average conditions and exhibits poor performance in most cases. This phenomenon is called catastrophic forgetting, and it is one of the caveats of continual learning/updating of ML functions.  
Exemplary rare conditions that may lead to a catastrophic forgetting of a positioning ML function are linked to the cases in which a positioning link towards a set of TRPs is temporarily blocked or severely attenuated due to an anomaly in the wireless channel. Such anomalies often occur due to very high speeds and/or the presence of structures that create a Faraday cage/shield around either the positioning receiver or transmitter, like buildings covered in metallic scaffolding, large structures associated with construction sites, outdoor concerts, road work, etc. 

To manage rare events occurrences during data collection, the following aspects may be necessary: 
· Defining conditions to identify different types of positioning rare events relevant for an ML-positioning function, where such function is either LOS-detection or location estimation.  
· Defining actions to manage each type of rare event by the UE, e.g., whether to discard the measurement, whether to use the measurement to update the model or roll-back a previous model, etc. 
 
[bookmark: _Toc134052309][bookmark: _Toc134521588][bookmark: _Toc135042259]Any given positioning measurement that does not represent well the expected distribution for a set of TRPs relative to the UE location may be seen as abnormal/rare events. Nevertheless, some rare events may prove useful to the ML positioning function, while others may be entirely detrimental.  

[bookmark: _Toc134052160][bookmark: _Toc134521654][bookmark: _Toc135042337]RAN1 to define means on identification and management of abnormal propagation conditions during data collection and the potential specification impact (e.g., define conditions to identify abnormal propagation conditions, etc.).  
[bookmark: _Toc134521655][bookmark: _Toc135042338]RAN1 to define means on solutions to reduce the impact of abnormal propagation conditions during data collection and the potential specification impact (define actions to manage such as whether to discard associated measurement, etc).

RF imperfections 
It is well known that RF imperfections introduce various distortions (e.g., carrier frequency offset, sampling time offset, TX/RX beam offsets, clock offsets and drifts, phase noise, etc.) to the received signal. In data communications, these errors are estimated with the network support (e.g., by frequency, and time offsets are compensated for during synchronization). However, that support is not available in positioning, and as a result, the distortions are absorbed in the total positioning error. These distortions typically depend on the hardware limitations of the different antenna configurations and form factors such as ADC resolutions and crystal oscillators. 

[bookmark: _Toc134052310][bookmark: _Toc134521589][bookmark: _Toc135042260]Because of RF limitations, some impairments are generated, such as phase rotation and delays of the positioning signal by the RF chain at the baseband receiver. As a result, a positioning entity (UE, TRP, etc.) hosting the ML positioning function could experience certain RF-based signal distortions which are not considered explicitly or characterized and compensated for updating the model. 
[bookmark: _Toc134052311][bookmark: _Toc134521590][bookmark: _Toc135042261]RF-based signal imperfections are different between host-type devices. For example, a PRU or gNB hosting the ML model would require adapting the model to its RF-specific characteristics. 

Therefore, there is a need for a framework through which the generic ML positioning model is customized to the specific NR elements host types. Specifically, before the ML model is deployed on a large scale, it is refined (updated) based on at least intrinsic characteristics (e.g., RF limitations) of the NR element types, including target UE, PRU, or gNBs.  
One way of enabling the above scenario would be that LMF selects a head NR unit as representative for a given NR element type and thus for a given expected intrinsic distortion range. Next, the model is customized and refined with the help of these head units to compensate the element-specific distortion.  

[bookmark: _Toc134052161][bookmark: _Toc134521656][bookmark: _Toc135042339]RAN1 to study the specification impact on using the existing positioning framework, through which a generic AI/ML positioning model can be customized to the specific NR elements host types - including target UE, PRU, or gNBs and their RF chain imperfections. 


[bookmark: _Ref125615481][bookmark: _Ref127267700]Use-case specific specification aspects for data collection 
Case 1
For data collection, the collected data contains the channel observations such as CIR, PDP with corresponding ground truth labels. The ground truth is collected using the PRU and UE with known locations. It is worth to note that the data samples with respective ground truth (GT) may be noisy therefore associated information such as quality indicator and related information such as scenario, cluster density, UE spatial distributions, PRS configurations, validity conditions etc. may be included as well. 
The mechanism to generate ground truth may utilize PRU with known location, for UE-based and UE-assisted positioning RAT-depended positioning methods can be used for the generation of ground truth or UE utilized Non-NR methods such as GPS and GNSS. 
The metric to estimated inter-point distance (IPD discussed in evaluation contribution R1-2302632) may be utilized as quality indicator to keep the quality of training samples and ground truth for data collected in realistic scenarios. 
In case of specification impact, the network may assist the UE with label consistency and provide configurations related to IPD configuration to perform data collection. Furthermore, to avoid catastrophic forgetting problem, abnormal propagation conditions needs to be identified and managed. To this end, conditions to identify different positioning rare events that impacts ML-positioning are to be defined. Also, actions (discard the measurement, roll-back a previous model, etc.) to manage such events are to be defined.

Case 2a
Case 2a is similar to Case 1 but the only difference is that it focusses on UE-assisted based positioning (UE-side model), in this case the model output new measurement e.g., ToA, path phase and existing measurement report e.g., RSTD, LOS/NLOS indicator, RSRPP. The label can be timing measurement ToA, angle measurement and other features such as LOS/NLOS, RSTD. The label calculation may follow the same approach as Case 1.

Case 2b
In case 2b, the model resides at the LMF side. The model input may utilize the new measurements such CIR/PDP and existing measurement e.g., RSRP/RSRPP/RSTD and output the location estimation. For data collection phase multiple possibilities can be considered for the samples and corresponding ground truth label extraction. LMF may generate location (i.e., GT) based on the NR-RAT dependent positioning method. In other option UE with support of non-NR positioning method may generate location (GT) and transmit them to LMF. 

Case 3a
In case 3a, the model resides at the gNB-side and AIML assisted positioning is followed. The model input the uplink channel observations (e.g., CIR, PDP) and output the intermediate features (ToA, LOS/NLOS, etc). LMF or TRP calculate the ground truth (intermediate features) by known location of TRP and the PRU. The gNB utilize the GT provided by the LMF. The label can be timing measurement ToA, angle measurement and other features such as LOS/NLOS, RSTD.

Case 3b
In case 3b, the model resides on the LMF side and AIML direct positioning is followed. The model input the uplink channel observations (e.g., CIR, PDP), timing and angle measurements or existing measurements such as RSRP/RSRPP/RSTD obtained from TRPs. The output of the model is the direct location estimations. LMF may utilize the NR-RAT dependent UL positioning methods to obtain the ground truth (i.e., location) or UE generate location based on the non-NR positioning methods and transfer the label data to LMF. 
A summary of cases and data collection conditions, considering quality indicators, mechanisms to generate ground truth, and potential specification impact are summarized in Table 2.

[bookmark: _Ref131756758]Table 2 - List of positioning use cases for data collection and its specific specification impact.
	Cases
	Model input/output
	Entity providing Ground Truth (GT)
	Data collection conditions 

	Quality Indicator
	Mechanism to generate GT
	Specification impact 

	Case 1
UE-based positioning with UE-side model
	(Direct AI/ML positioning)
Input: CIR/PDP or existing measurements 
Output : UE position 
	PRU/UE

	* Scenario (e.g. clutter density, frequency)
* UE spatial distribution (IPD condition)
* PRS configuration
* Validity conditions (e.g., Area)
* Abnormal propagation condition (rare event condition)  



	* Estimated IPD
* Abnormal propagation (rare event) identifier

	Non-NR positioning methods such as GPS or GNSS & NR-RAT dependent positioning method (e.g., DL-TDOA).
	· NW to indicate to UE requirements & parameters e.g. IPD threshold, data augmentation configuration
· NW assistance to verify label inconsistency
· NW to assist UE in identifying/managing abnormal propagation conditions  

	
	(AI/ML Assisted Positioning)
Input: CIR/PDP or existing measurements  
Output: Intermediate feature
	
	
	* Estimated IPD
* Abnormal propagation (rare event) identifier


	Intermediate features estimated for a set of inputs (selected DL PRS measurements)
	

	Case 2a
UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	Input: DL PRS measurements  & Output : Intermediate feature
	PRU/UE
	* Scenario (e.g. clutter density, frequency)
* UE spatial distribution (IPD condition
* PRS configuration
*Quality indicator
Validity conditions (e.g., Area)
*Abnormal propagation condition (rare event condition)   

	* Abnormal propagation (rare event) identifier

	Intermediate features estimated for a set of inputs (selected DL PRS measurements)
	· NW to select PRS configuration
· NW to indicate to UE requirements & parameters e.g. IPD threshold, data augmentation configuration
· NW to assist UE in identifying/managing abnormal propagation conditions  

	Case 2b
UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	Input: Intermediate features & Output : UE position 
	LMF or UE/PRU generate the GT
	* Scenario (e.g. clutter density, frequency)
* UE spatial distribution (IPD condition
*Quality indicator
* Validity conditions (e.g., Area)
*Abnormal propagation condition (rare event condition)   


	* Abnormal propagation (rare event) identifier

	Intermediate features estimated for specific positions (Non-NR positioning methods such as GPS or GNSS & NR-RAT dependent positioning method (e.g., DL-TDOA))
	· NW to select PRS configuration
· NW to indicate to UE requirements & parameters e.g. IPD threshold, data augmentation configuration
· NW to assist UE in identifying/managing abnormal propagation conditions     

	Case 3a
NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	Input: UL SRS measurements  & Output : Intermediate features 
	LMF/TRP generate the GT by known location of TRP and PRU
	* Scenario (e.g. clutter density, frequency)
* UE spatial distribution (IPD condition
* UL SRS configuration
*Quality indicator
*Validity conditions (e.g., Area)


	* Abnormal propagation (rare event) identifier

	Intermediate features estimated for a set of inputs (selected UL SRS measurements
	· gNB to select UL SRS configuration
· LMF to indicate to gNB requirements & parameters e.g. IPD threshold, data augmentation configuration   

	Case 3b
NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	Input: Intermediate features  & Output : UE position
	PRU/UE & gNB
	* Scenario (e.g. clutter density, frequency)
* UE spatial distribution (IPD condition
*Quality indicator
*Validity conditions (e.g., Area)


	* Estimated IPD
* Abnormal propagation (rare event) identifier


	Intermediate features estimated for specific positions (Non-NR positioning methods such as GPS or GNSS & NR-RAT dependent positioning method (e.g., UL-TDOA))
	· gNB to select UL SRS configuration
· LMF to indicate to gNB requirements & parameters e.g. IPD threshold, data augmentation configuration   



[bookmark: _Toc134052162][bookmark: _Toc134521657][bookmark: _Toc135042340]For Case 1, RAN1 to study the specification impact of the NW indication to UE requirements and parameters related to data collection (e.g. IPD threshold, data augmentation configuration, abnormal propagation condition). Reusing as much as possible the legacy 3GPP framework on positioning. 
[bookmark: _Toc134052163][bookmark: _Toc134521658][bookmark: _Toc135042341]For Case 2a and Case 2b, RAN1 to study the specification impact of NW selecting a set of PRS configurations related to data collection. 
[bookmark: _Toc134052164][bookmark: _Toc134521659][bookmark: _Toc135042342]For Case 3a and Case 3b, RAN1 to study the specification impact of gNB selecting a set of SRS configurations related to data collection. 

Performance Monitoring
To be aligned with the current agreements in the agenda item 9.2.1 related to AI/ML general aspects, the term model monitoring is generalized with the term performance monitoring based on the 3GPP legacy framework, which is represented by the LPP in AI/ML positioning enhancement. The performance monitoring includes the fault detection or fault diagnosis performance of the deployed model. In this section, performance monitoring includes aspects related to monitoring based on input and output, derivation of monitoring metric and decision making depending on each of the use-case. 
In this section in some paragraphs, we still use the term model monitoring. However, it is expected that a new update should be applied to these terminologies based on the evolution and understanding of the concepts of functionality identification and model identification frameworks. 
Two approaches have been agreed in RAN1-112 meeting for model monitoring with presence of ground truth and non-existence of ground truth. 
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded




In 3GPP RAN1#112bis-e meeting the following proposal was agreed between companies regard to entities to derive monitoring.
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)



	Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded



To overcome the challenges of functionalities-aided AI/ML, the network may collect monitoring metric to evaluate the performance of the AI/ML model in each functionality. Depending on the outcome, the network may assist the target entity. 
It has thus been agreed that the entity running the model is also responsible for deriving the monitoring metric. Such derivation, however, may be done with some amount of NW help, i.e. the NW may assist the UE/gNB with parameters required to derive the metric. For instance, NW may support on the following tasks:
1. NW configures PRS instances dedicated for monitoring
2. NW informs the UE/gNB about the expected label for the respective PRS instance, etc.
Depending on the monitoring type i.e., with or without ground truth label, the monitoring metrics are expected to be case specific and may target monitoring either or both:
· Model input
· Model output.
For example, in case 1, the model output may be monitored w.r.t.:
· The evolution of model output over time, relative to the UE speed i.e. the model output being the UE location, the UE may assess how the current location estimate compares with past estimates, assuming that the UE is able to estimate maximum Doppler shift. 
· The distribution of model output over time i.e., the UE may assess if the current model output matches the distribution of the model output derived using past location estimates or derived using NW information about the expected output distribution.
· The evolution of the model input over time, etc.
Similar examples may be applicable for all other use-cases.

[bookmark: _Toc134052165][bookmark: _Toc134521660][bookmark: _Toc135042343]Regarding performance monitoring, RAN1 to study what assistance data that NW can provide to the entity that derives the monitoring metric. The monitoring metric itself may be case-dependent and its definition may also require standardization. 
Furthermore, for UE-assisted/LMF-based positioning with UE-sided model that provides intermediate features for positioning, i.e., in Case 2a, network might be in a better position to evaluate the accuracy of the model output. For LOS/NLOS indication provided by UE to LMF, LMF may exploit information collected from the same environment, e.g., from other UEs, which may not be available or accessible at the UE side, in order to better evaluate the accuracy of the indication. For example, LMF may compare the LOS/NLOS indications provided by different UEs in vicinity, together with any other related UL/DL measurements from these UEs, by also considering the capability information collected from these UEs, to detect any inconsistencies among them. To illustrate, when LMF observes that a low-bandwidth/complexity UE reports a LOS indication as opposed the reported NLOS indications by high-bandwidth/complexity UEs nearby (e.g., based on their rough location estimate), this may imply that the LOS information indicated by the low-bandwidth/complexity UE is not reliable.
[bookmark: _Toc134521591][bookmark: _Toc135042262]For evaluating the accuracy of positioning-related features such as LOS/NLOS indication reported from UE, i.e., in Case 2a, network might be in a better condition to monitor the model performance.
In the event of detecting such inconsistencies among the reported positioning-related features from the UEs, LMF can then issue a warning to UE(s) which might be suffering from low performance of their AI/ML models used to generate these features. In turn, the warned UE(s) may take suitable actions, e.g., to re-investigate its LOS/NLOS classification accuracy, or change the method, e.g., AI/ML model used for the classification.
To support LMF on better identification of such inconsistencies, UEs may also report their functionality, including details of the AI/ML model, used to classify LOS/NLOS in their report.
[bookmark: _Toc134521661][bookmark: _Toc135042344]LMF may monitor the performance of the UE-sided model, i.e., in Case 2a, at least to verify a LOS/NLOS indication and inform the UE accordingly. 
[bookmark: _Toc134521662][bookmark: _Toc135042345]RAN1 to study the specification impact of UE indicating to LMF the functionality characteristics, e.g., ML model it used for LOS/NLOS classification, for LMF to better validate the classification outcome.

Monitoring framework mechanism
A generic mechanism for model performance monitoring is shown in Figure 9. Here, we consider the scenario where a first NR entity (Entity 1) is the node responsible for model training and inference (e.g. UE in for case 1 and case 2a). Whenever Entity detects changes in the environment, it may request to other Entity 2 (e.g. LMF) to share relevant data for model monitoring. The Entity 2 could then collect the data from various "trusted" entities as Entity 3 (e.g. PRU) and share it with the Entity 1. Entity 1 could subsequently compute and report model monitoring metrics to Entity 2, where the details of the metric are case-dependent. Based on the reported model monitoring performance metric, the Entity 2 could assist with and/or trigger actions such as fine-tuning or updating the model, model deactivation, or switching to classical positioning methods, etc.
[bookmark: _Toc134052166][bookmark: _Toc134521663][bookmark: _Toc135042263]For case 1 and case 2a, UE-side model considering a proprietary model, UE may request assistance data from the network (e.g., the LMF) that contains monitoring data for AI/ML model performance (including samples with corresponding labels).  


[image: ]
[bookmark: _Ref127350768]Figure 9 - Mechanism to monitor model performance for cases 1 and 2A. Similar mechanism may be considered for cases 2B and 3.
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[bookmark: _Ref131756817][bookmark: _Ref130884996]Figure 10- Monitoring metric estimation

In Figure 10, for both direct and AI/ML-assisted positioning method, the model monitoring could be realized using monitoring metric which can be estimated simultaneously with the UE position or intermediate feature for direct AI/ML and AI/ML assisted case respectively. To this end, the AI/ML model should be designed and trained to provide this additional output. 
The performance monitoring on AI/ML models may be triggered by the following events:
· Insufficient positioning accuracy
· Positioning measurements statistically different than those used for model training
· Environment changes e.g., change in maximum Doppler shift, etc. 

[bookmark: _Toc134052312][bookmark: _Toc134521592][bookmark: _Toc135042264]Performance monitoring may be done proactively (e.g. on a periodic basis), or reactively (over demand basis). Any entity (the UE or the LMF) that detects an environment change may trigger a reactive performance monitoring. 
[bookmark: _Toc134052167][bookmark: _Toc134521664][bookmark: _Toc135042346]RAN1 to assess the specification impact for the different types of model monitoring i.e., proactively or reactively for all positioning cases. 
Case specific monitoring mechanism
In the following, we provide specific discussion on each AI/ML positioning case on the scope of performance monitoring.
[bookmark: _Ref129262693]Case 1
Case 1 – direct AIML positioning:
In case of direct AI/ML positioning, the UE may monitor the performance of the model using network assistance data, where such assistance data may come as:
· Labeled test data: This data set may be collected from PRUs and may be labeled with the PRU location.
· Unlabeled data: This type of data refers to a statistical characterization of the model input and/or model output which may be provided by the NW. The UE may assess whether the input/output of the model under test obeys the statistics reported by the NW. 

Case 1 – assisted AI/ML positioning
In the case of assisted AIML positioning, the UE may request assistance about assessing the validity/accuracy of the intermediate features which the UE extracts from the DL PRS e.g. LOS indication, CIR estimate, etc. 
[bookmark: _Toc134052170][bookmark: _Toc134521665][bookmark: _Toc135042347]For Case 1, RAN1 to consider the NW assistance for performance monitoring based on model output using both labeled and unlabeled data. Such data may be collected by the NW from PRUs and/or other UEs, or alternatively can be provided by non-RAT positioning receivers of the same UE . 

Case 2a
In this AI/ML assisted case, there is specification impact when the UE monitors the performance of the intermediate feature using network assistance data. 
[bookmark: _Toc134052313][bookmark: _Toc134521593][bookmark: _Toc135042265]In Case 2a, depending on the type of intermediate feature reported to the LMF, the UE may need specific network assistance. The assistance depends on the type of intermediate feature (e.g., range/distribution).
[bookmark: _Toc134052171][bookmark: _Toc134521666][bookmark: _Toc135042348]For Case 2a, RAN1 to study and discuss at least potential specification impact when labelled data is used for monitoring. The labels are the intermediate features, which are extracted by either the target UE, using one or more non-RAT positioning methods, or by a PRU. PRU data is collected by the NW, potentially cleaned, and then transferred to the target UE. 
[bookmark: _Toc134052172][bookmark: _Toc134521667][bookmark: _Toc135042266]For case 1, case 2a (UE-side model) considering a proprietary model, UE may request assistance data from the network (e.g., the LMF) that contains data for monitoring the AI/ML model performance (including samples with corresponding labels). 

[bookmark: _Ref129264896]Case 2b
In case 2B, the UE is sending positioning measurements to the LMF, and the LMF applies direct AIML positioning to obtain the UE location. To monitor its own model, the LMF may use, similarly to the other cases, data collected from the PRUs. 
Case 3a
In the case 3a, the gNB may request assistance about assessing the validity/accuracy of the intermediate features which the gNB extracts from the UL SRS using AIML e.g., LOS indication, CIR estimate, etc. 
[bookmark: _Toc134052314][bookmark: _Toc134521594][bookmark: _Toc135042267]NW may assist performance monitoring using both labelled and unlabelled test data for case 3a using NRPPa interface. The NW may clean the test data prior to sending it to the gNB via NRPPa. 
Case 3b
In case 3B, the gNB is sending positioning measurements to the LMF, and the LMF applies direct AIML positioning to obtain the UE location. 
[bookmark: _Toc134052315][bookmark: _Toc134521595][bookmark: _Toc135042268]For case 3b, when the model monitoring is triggered, the LMF may collect monitoring data from selected gNBs using the existing positioning legacy 3GPP protocols.


Further Specification Impact
Output-based model monitoring
Output-based monitoring may be realized based on different monitoring levels. The first one is the monitoring level 0 in which the UE/gNB performs continuous autonomous evaluation of the AI/ML model output parameter, whereby autonomous we mean without NW help. In case the autonomous evaluation achieves a specific condition, the UE/gNB requests network guidance for performing a second monitoring level. For example:
· If a PRU is close to the target UE, the output of the monitored model is compared with the ground true value of the same metric on the PRU.
· if a PRU is not close, then the NW may provide to the UE the ground truth output, or assistance on how to obtain the ground truth, and the UE compares its output with the one provided by the NW.

[bookmark: _Toc134521668][bookmark: _Toc135042349][bookmark: _Toc134052173]For Case 1 and case 2, RAN1 to study the potential specification impact when UE triggers a request to the NW based on its autonomous evaluation of the model output. This request can be also used to trigger:
· [bookmark: _Toc134521669][bookmark: _Toc135042350]any LCM step (model updating, switching) and may be set over a legacy 3GPP framework. 
· [bookmark: _Toc134521670][bookmark: _Toc135042351]A second output evaluation using NW assistance. 
[bookmark: _Toc134052316][bookmark: _Toc134521596][bookmark: _Toc135042269]Output-based performance monitoring for cases 2b, 3b can be implemented autonomously by the LMF and does not require standardization.
[bookmark: _Toc134052317][bookmark: _Toc134521597][bookmark: _Toc135042270]Output-based performance monitoring for case 3a may follow proposal 25 the difference being that the request is sent over a different legacy 3GPP framework (NRPPa). 

Intermediate-feature-based model monitoring
The performance monitoring can also be done on intermediate features. As shown in Figure 11, the holistic AI/ML positioning model can be split into 2 cascaded AI/ML functional blocks, namely feature extraction & compression block and positioning inference block. Under these setups, the model is pre-trained with a dataset with ground truth labels and the codeword vectors can be obtained as intermediate features between two functionality blocks. Once the training is done, a set of codeword vectors  is stored for standard codeword distribution. Then, when the model is deployed in the field environment, the field codeword vectors z can be periodically or on-demandingly collected to derive the field codeword distribution. By comparing the calculated discrepancy between the standard distribution and the in-field codeword distribution with the threshold in the environment monitoring block, we can assess whether the AI/ML positioning model still fits the deployed environment.
[image: ]
[bookmark: _Ref135039785]Figure 11 - Overview of the intermediate-feature-based model monitoring.

[bookmark: _Toc135042352]RAN1 to study the potential specification impact on intermediate-feature-based model monitoring for the cases in AI/ML positioning.
Furthermore, changes in the deployment environment can cause data distribution drift, which affects model performance. We can use monitoring in the latent space to guide on-demand labeling of specific data, updating the model and improving its performance while controlling the effectiveness of labeling. Feature monitoring involves tracking the distribution of features in the model's latent space to detect changes in the deployment environment. 
[bookmark: _Toc135042271]RAN1 may consider on-demand labelling if significant data distribution drift has been detected, e.g., in the input, intermediate or output distribution.

Model Inference
In the 3GPP RAN1#112bis-e meeting, the following proposal were not agreed, however, we believe that they can discussed in the upcoming meeting. 
	Proposal 1-4-1d
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), at least the following type of measurement(s) are identified as candidates providing performance benefits for AI/ML based positioning accuracy enhancement
· Potential new measurement, which contains path timing, power and phase information of the channel response
· FFS potential specification impact of measurement request and report including overhead reduction
· Note: take into account existing Rel-16/17 measurement and/or expected Rel-18 measurement 
· Potential new measurement, which contains path timing and power information of the channel response
· FFS potential specification impact including enhancement to existing measurement report (e.g., RSRPP and timing for multi-path) and/or overhead reduction
· Existing measurement and/or existing measurement report (e.g., RSRPP/RSRP/RSTD/AdditionalPath), which contains path timing or power information of the channel response
· FFS potential specification impact including enhancement to existing measurement report
· Note1: whether such measurement request and report can be applied to other aspects of AI/ML LCM (e.g., monitoring, etc.) and/or for other Cases can also be discussed
· Note2: potential combinations of multiple measurements and/or post processing of the measurement(s) are not precluded




	Proposal 1-4-2b
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits
· TOA estimation at least for a TRP or a resource
· FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report
· LOS/NLOS indicator
· FFS potential specification impact (if any w.r.t. existing measurement report)
· FFS RSTD as output where estimation is for a pair of TRPs or resources
· For Case 2a DL positioning
· Note: soft information report is not precluded
· FFS RSRPP for Case 2a and Case 3a
· Note1: whether the above can be applied to other aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can also be discussed




When intermediate features are used for positioning, positioning accuracy is directly impacted by the accuracy of each utilized positioning measurement such as ToA. While with conventional techniques, estimating ToA is a difficult task, AI/ML methods have been shown to outperform these methods. Irrespective of whether conventional or AI/ML methods are used to derive ToA, one way to cope with inaccuracies in positioning estimations is to determine whether and how to utilize the ToA estimations in the calculations. Note that, another reason for the inaccuracies in the case of AI/ML methods could be the training data with unreliable or noisy labels. We show the impact of these on the positioning performance in our accompanying T-Doc R1-2304685.
To determine whether and how to use a given ToA estimation, or in general any other positioning-related measurement (e.g., RSTD, RSRP, etc.) in a positioning estimate calculation, one approach is to consider the channel conditions associated with each measurement. For example, challenging radio conditions such as NLOS or multipath propagation may lead to an inaccurate ToA estimation. Consecutively, related measurements might be omitted in the calculation of the position estimate.
[bookmark: _Toc134521598][bookmark: _Toc135042272]It is beneficial for the entity calculating the position estimate, i.e., UE or LMF, to consider channel conditions (e.g., LOS/NLOS) associated with each positioning-related measurement, e.g., ToA or RSTD, to determine whether and how to use the measurement in the calculation.
For this, AI/ML methods can be used to determine the channel conditions associated with each measurement by evaluating the channel measurements. As an example, channel measurements can be evaluated with respect to the level of certainty that can be classified as LOS or NLOS measurements. For instance, a measurement may correspond to a LOS class with 95% probability, whereas another measurement is classified as LOS with 70% probability; this implies that the first measurement can be classified as LOS with relatively higher certainty than the second measurement. As another example, the channel measurements can be evaluated with respect to their impact on the positioning error, such that measurements corresponding to a higher positioning error are evaluated differently than measurements corresponding to a lower positioning error.
In the case of UE-based positioning, LMF may provide the UE the channel features for classification and/or evaluation (e.g., Kurtosis, RMS delay spread, or mean excess delay of CIR), number of classes (e.g., two, in case of LOS/NLOS classification), as well as centroid values associated with each class in terms of the channel features. Using this information, UE may evaluate how much a new measurement is like the given set of channel classes (e.g., with respect to a LOS channel class or with respect to a channel class having better positioning accuracy), so as to determine whether/how to use this measurement in its positioning estimate calculation.
Similarly, in the case of LMF-based positioning, UE may provide such determined information to LMF about a new positioning-related measurement (e.g., ToA) it has conducted, to help LMF on utilizing the measurement for the positioning calculation.
[bookmark: _Toc134521599][bookmark: _Toc135042273]For UE-assisted/LMF-based positioning (Case 2a), UE may indicate to LMF the outcome of evaluating a positioning-related measurement, e.g., ToA, with respect to certain channel types or classes. As examples, measurements are evaluated with respect to the certainty of being classified as LOS or NLOS, or with respect to their impact on the positioning error.

Case specific model inference mechanisms
Case 1
The input for model inference could be an already standardized measurement, as RSRP. However, in this study item new measurements are candidates to be used such as CIR, PDP. For direct AI/ML and AI/ML assisted positioning there is no relevant specification impact. However, a new IE and methods should be included in the LPP to support at least the estimated positioning report.
Case 2a
For inference purposes, the UE report the intermediate feature already estimated with an AI/ML model in the UE-side. The LMF receives this report to use it as input of a legacy methodology to estimate the position. In terms of specification impact, it is expected new reporting IEs of the intermediate feature using LPP.
Case 2b
The position inference is done in the LMF using the Direct AI/ML positioning and the measurement entity is the UE. As a consequence, it is expected a specification impact when the UE reports the measurement to the LMF by LPP. At least new IEs should be defined.
Case 3a
The model inference that obtains the intermediate feature for AI/ML assisted positioning is estimated in the gNB and reported to the LMF by NRPPa protocol. As previous cases, it is expected at least new IEs supporting the inference output.
Case 3b
The model inference that obtains the horizontal positioning for AI/ML assisted positioning is estimated in LMF. The inference is done using the measurements reported by the gNB to the LMF by the NRPPa protocol. For this inference scenario, it is expected to use at least the LMF to report the measurements (e.g. CIR, PDP, RSRP, etc.).
[bookmark: _Toc134052318][bookmark: _Toc134521600][bookmark: _Toc135042274]The existing legacy 3GPP framework may be extended with possible new methods and IEs to support and report the inference output of AI/ML positioning enhancement.


Further Specification Impact
Input/Output for AI/ML positioning 
Model input type and size aspects
For one-sided AIML positioning models, RAN1 discusses using CIR and PDP measurements as input parameters. Both model inputs require signaling measurements with high dimensionality (which scale linearly with the number of receive antennas, sampling resolution, and a certain number of PRBs), with potentially high reporting overhead. This would imply that with these model inputs, the network would need to collect measurements over significant periods for different PRS bandwidths/carriers and for UEs with a variable number of RX antennas to create a sufficiently diverse training dataset, as well as a systematic collection of CIR/PDP measurements from the UE for model inference – in case of LMF/network-based model inference. Such considerations make it necessary to investigate models that could enable vendor-agnostic training data collection with minimal overhead. 

[bookmark: _Toc134052319][bookmark: _Toc134521601][bookmark: _Toc135042275]The solution approaches presented so far as part of this study have considered only one-sided models, with the AI/ML model output directly indicating the UE location or providing intermediate features that are used by classical positioning approaches to estimate the UE location. However, for some cases using CIR and PDP with high dimensionality as model input could cause significant overhead for data collection for model training and inference. It is also unclear how an AI/ML model for positioning can cope with variable CIR/PDP size and shape.  

[bookmark: _Toc134052174][bookmark: _Toc134521671][bookmark: _Toc135042353]RAN1 to consider the impact of both CIR and PDP as model input in terms of over-the-air signaling and assess solutions to enable overhead reduction and improve the quality of the collected data samples. 

Furthermore, positioning reference signals may be aggregated over multiple carriers, where each aggregated carrier signal may occupy a different bandwidth, implement a different comb, have a different duration, etc. Hence, a positioning signal can occupy various resource elements from one session to the other, and a machine learning positioning module should be able to cope with this variable signal size. To ensure the above, the NW may request positioning measurements (for training, inference, testing, etc.) from each UE/TRP in a selected fixed format (size and type) which is agnostic to the size and shape of the positioning reference signals.  

In one example, this may be realized by projecting the received signal onto a space indicated by, e.g., the LMF. Specifically, the LMF transfers to the UE a projector/basis and requires the UE to return the results of projecting each received signal onto the selected basis.  

In another example, a similar approach to that used in the CSI feedback use case may be applied where the UE/TRP is instructed to collect P/SRS samples and encode them in a code H to be used on the NW side. Generating code H may be seen as compressing the received signal, while using code H by the LMF may be equivalent to decompressing the code
.  
Furthermore, when the AI/ML positioning model resides in the positioning receiver (e.g., UE or TRP), the latter should be able to run the AI/ML model no matter the size and shape of the received signal.  

[bookmark: _Toc134052320][bookmark: _Toc134521602][bookmark: _Toc135042276]A positioning reference signal receiver (e.g. UE or TRP) that uses AI/ML positioning (direct or assisted) must ensure that the input to the AI/ML block has fixed format characteristics (e.g. size and shape), regardless of the size and shape of the received positioning reference signal. 

[bookmark: _Toc134052175][bookmark: _Toc134521672][bookmark: _Toc135042354]RAN1 to study solutions that enable the UE to report positioning measurements in a fixed format characteristics (e.g. size and shape) independent of the PRS configuration, including what type of assistance the LMF may provide for enabling the fixed format. 

Model Input for Channel Classification for Positioning (Cases 1, 2a, and 3a)
As introduced above, the type of channel, such as LOS/NLOS, on which the measurements are conducted, can be indicated by the UE as an intermediate feature. Based on this feature the associated measurement can then be evaluated to consider whether/how to be incorporated in the positioning calculation at the UE or LMF side.
However, the optimal selection of input, i.e., channel features (e.g., Kurtosis, RMS delay spread, or mean excess delay), to be used for the channel classification task by the ML model is highly dependent on the environment setting and the available bandwidth of the channel for the measurements. The radio environment can be very diverse among different scenarios, such as in terms of the object's size, distribution, and material or blockers leading to differences in penetration, reflection, and diffraction of radio signals. Furthermore, available bandwidth, e.g., depending on the capability of the UE, significantly impacts the channel measurements by determining their time resolution and further affecting the features extracted from these measurements.
For illustration, the RMS delay spread is a distinguishing channel feature for LOS/NLOS classification when 500 MHz of BW is available in Scenario 1 (Figure 12). However, its distinct ability is degraded for 50 MHz or lower BW in Scenario 1. On the other hand, in Scenario 2 (Figure 13), the RMS delay spread is not a good feature for classification, even for 500 MHz of available bandwidth.
 
[image: ]
[bookmark: _Ref135041265]Figure 12 - Distribution of RMS delay spread for LOS vs NLOS measurements with different available bandwidths in Scenario 1.
 
 
 [image: ]
[bookmark: _Ref135041270]Figure 13 - Distribution of RMS delay spread for LOS vs. NLOS measurements with different available bandwidths in Scenario 2.
 

[bookmark: _Toc134052321][bookmark: _Toc134521603][bookmark: _Toc135042277]The performance of LOS/NLOS classification using AI/ML has a strong dependency on the environmental setting as well as the bandwidth capabilities of the UE. 

Therefore, to account for diverse environmental settings and UE capabilities on the performance of channel classification, the network may adapt the channel features-input to the classification based on the identified environment conditions and UE capabilities. The network can determine a set of features associated with a given setting (e.g., a specific set of cells) and the bandwidth reported by the UE that is best suitable for channel classification. For example, the network could signal to a particular UE having specific capabilities and residing in one particular environment that has an specific set of features (e.g., Kurtosis, RMS delay spread, or mean excess delay) should be used for the classification. 

Nevertheless, environmental conditions may change during a positioning session, meaning that the proper set of channel features should also be updated. In such case, to avoid additional signaling concerning the channel feature updates, the network may provide to the UE not just a single set of channel features but a superset (i.e., a list) of channel feature sets. This list of feature sets should apply to multiple environmental scenarios (e.g., based on the cell in which the UE  resides) and the UE bandwidth capabilities and thus may be ranked as such. By obtaining such a ranked feature set list, the UE may be configured in advance with the set of channel features to be used for channel classification (e.g., for LOS/NLOS indication). 
Specification impact: For the UE-sided models, the outcome of the channel classification at the UE side can be either utilized by the UE itself in the case of UE-based positioning (i.e., Case 1), or it could be reported to the LMF in the case of UE-assisted/LMF-based positioning (i.e., Case 2a). Similarly, if the model is at the gNB side (i.e., Case 3a), the classification of UL channels can be indicated to LMF for AI/ML-assisted positioning. 
In Case 1 and Case 2a, the LMF can provide the ranked list of channel features to UE for channel classification purposes. For this, LPP protocol can be extended to introduce new content of assistance data.
Similarly in Case 3a, the LMF can provide the assistance data providing the ranked list of channel features to the gNB, which can be enabled by extending the NRPPa protocol.
[bookmark: _Toc134052176][bookmark: _Toc134521604][bookmark: _Toc135042278]For Case1, Case 2a, and Case 3a, the network should be able to assist UE and/or gNB for channel classification (e.g., for LOS/NLOS indication) by providing a ranked list of channel features containing CIR characteristics, e.g., RMS delay spread, etc. The ranked list should be based on the UE and/or gNB capabilities in terms of bandwidth, computation, and environmental setting.  
Anchor Selection for Positioning
Yet another challenge in positioning is the selection of positioning anchors (i.e., the nodes that will transmit and/or receive reference signals for positioning) to do positioning measurements. Various factors related to anchors have a direct impact on positioning accuracy. These include the channel quality between the target UE and the anchors (e.g., LOS/NLOS, SINR), geometric arrangement of the anchors with respect to each other and the target UE, the confidence of the anchor locations, relative distance and/or speed between the anchors and the target UE. The anchor selection problem is further complicated when different types of anchors such as gNB/TRP, GNSS, RSU, PRU, or another UE (in case of SL positioning) with different mobility and channel characteristics appear and disappear from the UE surroundings over time. 
Common approaches to solve the anchor selection problem rely on various channel metrics between the UEs and anchors, such as LOS/NLOS classification, ToA, etc. Based on such metrics, anchors are then (not) selected if they (do not) satisfy specific criteria, e.g., a channel metric value below/above a threshold. However, such approaches might become inefficient under mobile conditions, where the thresholds must be dynamically adjusted, e.g., according to the varying channel conditions. 

To help make efficient decisions on anchor selection under dynamically mobile conditions with a multitude of candidate anchors available, ML methods could be utilized instead. 

Specification impact: Considering different positioning cases, the ML model selecting the anchors may reside either at the i) UE, ii) gNB, or iii) LMF side. Among these options, a gNB-sided model (as in Case 3a) would be restrictive considering that the UE may be mobile. An LMF-sided model would have access to more knowledge in general, e.g., the location of the surrounding anchors, whereas a UE-sided model would be able to work also outside the network coverage and may enable a faster operation. In any case, the model input requires data relating to the properties of potential anchors (e.g., their location, link conditions, etc.). Further, to train the model, a signal indicative of the positioning QoS resulting from the selected anchor, such as in terms of positioning accuracy, is necessary. 

If the model selecting the anchor(s) resides at the UE, the output of the model can be used for UE-based positioning (i.e., Case 1) and LMF-based positioning (i.e., Case 2a). If LMF is involved, it would request UE to determine and propose candidate anchors for positioning by providing necessary assistance data (including any potential list of anchors). To train the model, the UE would request data from the network, such as indicative of the positioning accuracy resulting from the anchor selection. 

[bookmark: _Toc134052177][bookmark: _Toc134521605][bookmark: _Toc135042279]In Case 1 and Case 2a, a UE-sided model may conduct anchor selection for positioning. For this, LMF may request UE to do anchor selection, and provide any necessary assistance data (e.g., containing a list of candidate anchors with their locations). To train the ML model, UE may request information from LMF on the positioning QoS resulting from the selected anchor(s).
[bookmark: _Toc135042355]To RAN1 to study the specification impact of LMF assisting UE on anchor selection.
Other aspects
Intermediate feature reporting aspects
CIR/PDP reporting
CIR/PDP reports assume that multipath component indexed k has a corresponding delay d[k] = kT, where T is the sampling time of the system. However, it is rarely the case that the first Nt CIR components are all non-negligible. In other words, it is rarely the case that the reported (non-negligible) CIR component “k” is associated with delay kT. Therefore, in addition to the NTRP * Nport * Nt  CIR/PDP report, an associated delay vector may need to be reported, so only under these conditions a CIR component is fully characterized by a gain and a delay value. 
Thus, it is likely that the CIR/PDP positioning reports become unprecedently large, which is especially problematic when the UE sends the reports i.e., in cases 1 – assisted, cases 2. Because of these reasons, such reports may require quantization as illustrated in Figure 14. As of today, there is no agreement in RAN on how to quantize these entries and how to exploit the propagation channel properties in quantizing these entries so that the quantization loss is minimized. 
Assuming, the example from the figure below, the LMF may assist with defining a quantization strategy tailored to both:
· the UE capabilities (e.g. sampling resolution, number of RF chains)
· the predicted propagation channel characteristics (e.g. based on past PRS measurements and/or localization accuracies).


  [image: ]
[bookmark: _Ref128401819]Figure 14: CIR/PDP extraction and quantization in the UE.

The LMF may configure a type of quantization e.g. scalar/vector and define the quantization codebook which the UE may use to quantize the CIR/PDP in cases 1 and 2. Such configuration should be dependent on the UE capabilities, where such capabilities may include explicit quantization-related UE limitations. 
For example, Channel response vectors that UE extracts across its RX antenna ports are known to exhibit 
· spatial correlation (inversely proportional to the antenna separation) and 
· delay correlation as a result of imperfect bandpass, non-linearity added by the gNB’s amplifier transmitter chain, filters and limited sampling resolution i.e. clusters of estimated taps in delay domain are highly correlated as they, in fact, correspond to a single propagation path. 
See Figure 15 for an exemplary depiction of the above the true propagation channel which consists of 4 dominant paths, is resolved by the UE into 4 clusters of taps at each of its 2 RX antenna ports. The taps within the cluster are heavily corelated. Similarly, the clusters are also correlated across RX antenna ports. 
[image: ]
[bookmark: _Ref128577379]Figure 15: Exemplary CIR samples across RX ports.

In sum, the estimated CIR samples exhibit both intra- and inter- cluster correlation. It becomes thus apparent that a quantization strategy that exploits:
· Property 1: the intra-inter-cluster correlation, and
· Property 2: the cluster size in delay domain (in essence the expected number of reflections and their separation in delay domain) is beneficial to minimize both the quantization loss and the associated CIR reporting overhead.
Property 1 is intrinsic to the UE (e.g. antenna separation, sampling rate, CIR estimator capability) and Property 2 is extrinsic to the UE (e.g. how far the clusters are separated in delay domain, the number of clusters). Therefore, prior to selecting the best quantization strategy, the LMF would benefit from learning:
· What are the above UE capabilities?. This request may be resolved with existing LPP signalling, by adding new IE, and;
· What are the expected channel profile?. For instance, urban, sub-urban, indoor, etc. This information may be learned from the serving gNB of the target UE, or based on the most recent LPP session outcome, etc. (as part of the current LPP initialization session).

[bookmark: _Toc134052322][bookmark: _Toc134521606][bookmark: _Toc135042280]Using the above information, the LMF may select a quantization strategy including e.g.: scalar quantization (SQ) and vector quantization (VQ).
[bookmark: _Toc134052178][bookmark: _Toc134521673][bookmark: _Toc135042356]RAN 1 to study the specification impact of intermediate feature quantization used for localization accuracy purposes. 
[bookmark: _Toc134052179][bookmark: _Toc134521674][bookmark: _Toc135042357]RAN1 to study the specification impact of the assistance information LMF can provide to the UE, including the type of assistance regarding the quantization of the intermediate feature.

N-levels DP reporting
According to the latest agreements, all significant paths should be measured and exploited to localize the target UE. However, this approach comes at an additional overhead and latency costs, such as reporting complex gain, delay, phase of each detected path and each TRP makes the LPP messages large, and require both numerous physical layer frequency resources, and time-staggered transmissions. 
To reduce the overhead, RAN1 proposals look at reporting binary delay profiles (DP), instead of the full multipath information, i.e.: for each sampling bin, report a “1” if a path was detected in the respective bin, and “0” otherwise. While this indeed reduces the signaling overhead, it also removes essential information about each path and makes it hard to identify:
1. Which of the paths is LOS and which is a reflection.
2. Which of the paths are dominant and which are negligible or even spurious (because of reception artifacts, limited bandwidth, etc.).

[bookmark: _Toc135042281]To reduce the signaling overhead involved in reporting multipath measurements for positioning, while also retaining essential information about the path behavior relative to each other, a legacy 3GPP framework (e.g., LPP) that enables a multi-level delay profile (DP) reporting would be beneficial. This may be achieved by enabling the UE to not only report the sampling bin where a tap is detected, but also a power index, where such power index describes the relationship between the power of each tap and that of the reference tap.
[bookmark: _Toc134521675][bookmark: _Toc135042358]RAN1 to study specification impact of reporting multi-level delay profiles.
Soft RSTD reporting
Unlike the hard selection wherein only a single estimate is reported back, soft reporting involves with the reporting of certain intermediate metrics that characterizes the distribution of the estimation to improve the detection accuracy at the LMF. One such approach is to model the estimation as Gaussian process and provide the LMF with the mean and variance associated with the probable LOS path. In certain cases, the stronger path cannot be identified with confidence, an additional NLOS path can also be signalled to the LMF.  
Figure 16 provides a visual illustration of multi-tap PDP observed for a TRP by the UE using PRS. Upon inputting the estimated CIR/PDP of each TRP to the AIML model, we can obtain a soft estimate as shown in Fig. 1. Each prominent tap can be characterized as a Gaussian distribution with certain uncertainty and mean. Once the mean and variance are obtained for each tap, a single tap or with an additional NLOS tap can be fed back to the LMF for position estimation. 
[image: ]
[bookmark: _Ref131756955]Figure 16 - Visual representation of ToA (evaluated from PDP/CIR) distribution (Gaussian) for each TRP .
Since the Gaussian distribution is characterized completely by mean and variance, LMF can the use this observation to perform likelihood combining to estimate the UE location. It is evident that by knowing the distribution of the observation outperforms compared to single feedback information considered in hard RSTD approach. However, the trade-off between the signalling overhead (using quantized feedback) vs the positioning accuracy must be studied. Additionally, the computational complexity involved in the generation of soft ToA/RSTD metric at the UE together with the LMF complexity involved with the Likelihood fusion must also be considered.
[bookmark: _Toc134052323][bookmark: _Toc134521607][bookmark: _Toc135042282]For soft RSTD, model complexity cannot be ignored while studying the trade-off between the performance gain and the reporting overhead.
[bookmark: _Toc134052324][bookmark: _Toc134521608][bookmark: _Toc135042283]The uncertainty involved with the ToA/RSTD estimation also depends on the operating SNR conditions and freshness of collected samples distribution.


Conclusion
In this contribution, we make the following observations and proposals:
Observations
Observation 1: For functionality-based LCM on AI/ML positioning, a specific functionality represents a specific configuration of set of unique UE conditions that realizes a certain positioning feature. 
Observation 2: For model-based LCM, there is not any specification impact to be considered on this study. In this aspect, the model identification framework is transparent to the functionality identification framework.
Observation 3: Considering as starting point, the LPP protocol as the 3GPP legacy framework of the functionality identification aspects on AI/ML enhanced positioning cases could be beneficial for the current study item. Besides that, it is expected to include new positioning methods based on AI/ML and new reporting IEs.
Observation 4: For performance monitoring and model fine tuning, different data are with different values or importance during training or finetuning an AI/ML model in improving its estimation accuracy.
Observation 5: Model performance and model retraining/ finetuning can be triggered when the positioning estimation uncertainty is over a threshold.
Observation 6: Regarding data collection, the noisy label evaluation can be assisted by the LMF. Samples with one or several sources of noisy labels should be pre-evaluated as part of data collection for model updating and model retraining.
Observation 7: In case of the opportunity to label a sample with multiple positioning sources, one may exploit all the information from different positioning sources and incorporate them in the set of labels.
Observation 8: Any given positioning measurement that does not represent well the expected distribution for a set of TRPs relative to the UE location may be seen as abnormal/rare events. Nevertheless, some rare events may prove useful to the ML positioning function, while others may be entirely detrimental.
Observation 9: Because of RF limitations, some impairments are generated, such as phase rotation and delays of the positioning signal by the RF chain at the baseband receiver. As a result, a positioning entity (UE, TRP, etc.) hosting the ML positioning function could experience certain RF-based signal distortions which are not considered explicitly or characterized and compensated for updating the model.
Observation 10: RF-based signal imperfections are different between host-type devices. For example, a PRU or gNB hosting the ML model would require adapting the model to its RF-specific characteristics.
Observation 11: For evaluating the accuracy of positioning-related features such as LOS/NLOS indication reported from UE, i.e., in Case 2a, network might be in a better condition to monitor the model performance.
Observation 12: For case 1 and case 2a, UE-side model considering a proprietary model, UE may request assistance data from the network (e.g., the LMF) that contains monitoring data for AI/ML model performance (including samples with corresponding labels).
Observation 13: Performance monitoring may be done proactively (e.g. on a periodic basis), or reactively (over demand basis). Any entity (the UE or the LMF) that detects an environment change may trigger a reactive performance monitoring.
Observation 14: In Case 2a, depending on the type of intermediate feature reported to the LMF, the UE may need specific network assistance. The assistance depends on the type of intermediate feature (e.g., range/distribution).
Observation 15: For case 1, case 2a (UE-side model) considering a proprietary model, UE may request assistance data from the network (e.g., the LMF) that contains data for monitoring the AI/ML model performance (including samples with corresponding labels).
Observation 16: NW may assist performance monitoring using both labelled and unlabelled test data for case 3a using NRPPa interface. The NW may clean the test data prior to sending it to the gNB via NRPPa.
Observation 17: For case 3b, when the model monitoring is triggered, the LMF may collect monitoring data from selected gNBs using the existing positioning legacy 3GPP protocols.
Observation 18: Output-based performance monitoring for cases 2b, 3b can be implemented autonomously by the LMF and does not require standardization.
Observation 19: Output-based performance monitoring for case 3a may follow proposal 25 the difference being that the request is sent over a different legacy 3GPP framework (NRPPa).
Observation 20: RAN1 may consider on-demand labelling if significant data distribution drift has been detected, e.g., in the input, intermediate or output distribution.
Observation 21: It is beneficial for the entity calculating the position estimate, i.e., UE or LMF, to consider channel conditions (e.g., LOS/NLOS) associated with each positioning-related measurement, e.g., ToA or RSTD, to determine whether and how to use the measurement in the calculation.
Observation 22: For UE-assisted/LMF-based positioning (Case 2a), UE may indicate to LMF the outcome of evaluating a positioning-related measurement, e.g., ToA, with respect to certain channel types or classes. As examples, measurements are evaluated with respect to the certainty of being classified as LOS or NLOS, or with respect to their impact on the positioning error.
Observation 23: The existing legacy 3GPP framework may be extended with possible new methods and IEs to support and report the inference output of AI/ML positioning enhancement.
Observation 24: The solution approaches presented so far as part of this study have considered only one-sided models, with the AI/ML model output directly indicating the UE location or providing intermediate features that are used by classical positioning approaches to estimate the UE location. However, for some cases using CIR and PDP with high dimensionality as model input could cause significant overhead for data collection for model training and inference. It is also unclear how an AI/ML model for positioning can cope with variable CIR/PDP size and shape.
Observation 25: A positioning reference signal receiver (e.g. UE or TRP) that uses AI/ML positioning (direct or assisted) must ensure that the input to the AI/ML block has fixed format characteristics (e.g. size and shape), regardless of the size and shape of the received positioning reference signal.
Observation 26: The performance of LOS/NLOS classification using AI/ML has a strong dependency on the environmental setting as well as the bandwidth capabilities of the UE.
Observation 27: For Case1, Case 2a, and Case 3a, the network should be able to assist UE and/or gNB for channel classification (e.g., for LOS/NLOS indication) by providing a ranked list of channel features containing CIR characteristics, e.g., RMS delay spread, etc. The ranked list should be based on the UE and/or gNB capabilities in terms of bandwidth, computation, and environmental setting.
Observation 28: In Case 1 and Case 2a, a UE-sided model may conduct anchor selection for positioning. For this, LMF may request UE to do anchor selection, and provide any necessary assistance data (e.g., containing a list of candidate anchors with their locations). To train the ML model, UE may request information from LMF on the positioning QoS resulting from the selected anchor(s).
Observation 29: Using the above information, the LMF may select a quantization strategy including e.g.: scalar quantization (SQ) and vector quantization (VQ).
Observation 30: To reduce the signaling overhead involved in reporting multipath measurements for positioning, while also retaining essential information about the path behavior relative to each other, a legacy 3GPP framework (e.g., LPP) that enables a multi-level delay profile (DP) reporting would be beneficial. This may be achieved by enabling the UE to not only report the sampling bin where a tap is detected, but also a power index, where such power index describes the relationship between the power of each tap and that of the reference tap.
Observation 31: For soft RSTD, model complexity cannot be ignored while studying the trade-off between the performance gain and the reporting overhead.
Observation 32: The uncertainty involved with the ToA/RSTD estimation also depends on the operating SNR conditions and freshness of collected samples distribution.


Proposals:
Proposal 1: For explaining various AI/ML positioning cases, it would be beneficial to include illustrative figures in the technical report (TR 38.843).
Proposal 2: In the scope of functionality identification and UE capability, RAN1 to study and discuss the specification impact of selected positioning anchors indication as supported intermediate feature on AI/ML assisted positioning.
Proposal 3: RAN1 to consider at least the following mandatory UE’s conditions on supporting ML functionalities for all AI/ML positioning enhancement cases (Case 1-3b):
a) Max number of supported functionalities (e.g. 1, 2, 4, 8, ...) which indicates the maximum number of functionalities that can be configured toward the UE.
b)	Delay in activating a functionality (e.g. 2 ms, 4 ms, ...) which indicates the delay required when activating or switching a functionality.
c) Generalization condition of functionalities (true, false) which indicates that the UE supports any functionality configured considering the UE’s conditions defined as mandatory, which can be used towards the UE without any validation whether functionality is applicable or not.
Proposal 4: RAN1 to consider at least the following mandatory UE’s conditions for Cases 1 and Case 2a:
a)	Supported N’t: To indicate the N’t values that the UE is capable to consider (e.g., N’t = 64, 128, 256, 512).
b) Supported N_port: To indicate N_port, which is the number of transmit/receive antenna port pairs to consider (e.g. ,N_port = 1,2,4).
c) Supported N_TRP: To indicate N_TRP, which is the number of TRPs to (e.g. ,N_TRP = 1, 2, …, 72)
Proposal 5: RAN1 to consider at least the following optional UE’s conditions for Cases 1 and Case 2a:
a)	Supported on collecting and labeling dataset for training, updating, and monitoring: It defines the support of the UE to receive data collection assistance from the LMF.
b) Supported anchor selection indication from the LMF: It indicates whether anchors selection by the LMF is supported.
c) Supported set conditions for measured DL PRS: Defines support of using DL PRS based CIR measurements.
d) Supported performance monitoring conditions – Supports model drift identification: Defines support of data distribution measurement to identify label drift and features drift.
e) Supported performance monitoring conditions – minimum measurement report periodicity: Defines the minimum periodicity to report performance monitoring.
f) Supported estimated CIR quantization reporting: defines the discrete characteristics of the CIR.
Proposal 6: RAN1 to consider at least the following mandatory UE’s condition for AI/ML assisted positioning in Case 1 and Case 2a:
a) Supported intermediate_feature: To indicate the intermediate feature (ToA, channel type indication (e.g., LOS/NLOS), Selected positioning anchors, etc).
Proposal 7: RAN1 to consider at least the following optional UE’s condition for Case 1 and Case 2a, for channel type classification (e.g., LOS/NLOS):
a) Supported number of channel classes N_channel = {2 (e.g., for LOS/NLOS), 3 (e.g., for LOS/OLOS/NLOS), 4, 5, 6, …}
b) Supported channel_features for channel type classification: Indicates which channel features UE can use for determining channel type, e.g., for LOS/NLOS indication. (channel_features = {CIR_energy, CIR_maximun_amplitude, CIR RMS delay spread, CIR skewness, CIR_kurtosis}).
Proposal 8: RAN1 to identify, study, and enable assistance from LMF (e.g., data collection) through the functionality identification framework that may be used for model-based LCM (e.g., monitoring, inference, tuning, selection) at UE in a transparent manner.
Proposal 9: RAN1 to deprioritize the study and discussion of the specification impact of data collection for model training for the current functionality identification framework.
Proposal 10: RAN1 to prioritize the study and discussion of the specification impact of data collection for model update/re-tunning and performance monitoring considering legacy 3GPP framework for positioning.
Proposal 11: For data collection, RAN1 to study and discuss the potential specification impact of solutions that aims to solve at least the following challenges: data availability, noise ground truth, abnormal propagation conditions, and RF imperfection. Reusing as much as possible the legacy 3GPP framework on positioning.
Proposal 12: For ground truth labels, RAN1 to study and discuss the potential specification impact of at least the UE distribution used for model updating and performance monitoring for AI/ML positioning cases, reusing as much as possible the legacy 3GPP framework.
Proposal 13: To cope with limited labelled dataset availability, RAN1 to study the specification impact of semi supervised learning considering a large unlabelled dataset to improve model accuracy.
Proposal 14: RAN1 to study and discuss the potential specification impact of monitoring rules in semi-supervised learning cases.
Proposal 15: To cope with data scarcity and/or incomplete data, RAN1 to study the potential specification impact of generating a complete data sample using multiple sources e.g., multiple neighbour UEs/PRUs.
Proposal 16: RAN1 to study solutions involving PC5 (i.e., sidelink interface) to improve the data collection process in order to reduce latency and signalization overhead.
Proposal 17: RAN1 to study further potential impacts on data quality assessment and on demand data labelling for dataset maintenance and augmentation.
Proposal 18: For robust data collection process, RAN1 to study consistency/quality of labeling solutions and their specification impact at least for UE-sided model (Case 1 and Case 2a).
Proposal 19: RAN1 to define means on identification and management of abnormal propagation conditions during data collection and the potential specification impact (e.g., define conditions to identify abnormal propagation conditions, etc.).
Proposal 20: RAN1 to define means on solutions to reduce the impact of abnormal propagation conditions during data collection and the potential specification impact (define actions to manage such as whether to discard associated measurement, etc).
Proposal 21: RAN1 to study the specification impact on using the existing positioning framework, through which a generic AI/ML positioning model can be customized to the specific NR elements host types - including target UE, PRU, or gNBs and their RF chain imperfections.
Proposal 22: For Case 1, RAN1 to study the specification impact of the NW indication to UE requirements and parameters related to data collection (e.g. IPD threshold, data augmentation configuration, abnormal propagation condition). Reusing as much as possible the legacy 3GPP framework on positioning.
Proposal 23: For Case 2a and Case 2b, RAN1 to study the specification impact of NW selecting a set of PRS configurations related to data collection.
Proposal 24: For Case 3a and Case 3b, RAN1 to study the specification impact of gNB selecting a set of SRS configurations related to data collection.
Proposal 25: Regarding performance monitoring, RAN1 to study what assistance data that NW can provide to the entity that derives the monitoring metric. The monitoring metric itself may be case-dependent and its definition may also require standardization.
Proposal 26: LMF may monitor the performance of the UE-sided model, i.e., in Case 2a, at least to verify a LOS/NLOS indication and inform the UE accordingly. 
Proposal 27: RAN1 to study the specification impact of UE indicating to LMF the functionality characteristics, e.g., ML model it used for LOS/NLOS classification, for LMF to better validate the classification outcome.
Proposal 28: RAN1 to assess the specification impact for the different types of model monitoring i.e., proactively or reactively for all positioning cases.
Proposal 29: For Case 1, RAN1 to consider the NW assistance for performance monitoring based on model output using both labeled and unlabeled data. Such data may be collected by the NW from PRUs and/or other UEs, or alternatively can be provided by non-RAT positioning receivers of the same UE . 
Proposal 30: For Case 2a, RAN1 to study and discuss at least potential specification impact when labelled data is used for monitoring. The labels are the intermediate features, which are extracted by either the target UE, using one or more non-RAT positioning methods, or by a PRU. PRU data is collected by the NW, potentially cleaned, and then transferred to the target UE. 
Proposal 31: For Case 1 and case 2, RAN1 to study the potential specification impact when UE triggers a request to the NW based on its autonomous evaluation of the model output. This request can be also used to trigger:
- Any LCM step (model updating, switching) and may be set over a legacy 3GPP framework.
- A second output evaluation using NW assistance.
Proposal 32: RAN1 to study the potential specification impact on intermediate-feature-based model monitoring for the cases in AI/ML positioning.
Proposal 33: RAN1 to consider the impact of both CIR and PDP as model input in terms of over-the-air signaling and assess solutions to enable overhead reduction and improve the quality of the collected data samples.
Proposal 34: RAN1 to study solutions that enable the UE to report positioning measurements in a fixed format characteristics (e.g. size and shape) independent of the PRS configuration, including what type of assistance the LMF may provide for enabling the fixed format.
Proposal 35: To RAN1 to study the specification impact of LMF assisting UE on anchor selection.
Proposal 36: RAN 1 to study the specification impact of intermediate feature quantization used for localization accuracy purposes.
Proposal 37: RAN1 to study the specification impact of the assistance information LMF can provide to the UE, including the type of assistance regarding the quantization of the intermediate feature.
Proposal 38: RAN1 to study specification impact of reporting multi-level delay profiles.
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Appendix A
The agreements reached on the agenda item 9.2.4.2 related to use cases and specification impact for AI/ML based positioning accuracy enhancement are indicated in each 3GPP RAN1 meeting.
Agreements reached in 3GPP RAN1#109e meeting
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case
Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 
Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1




Agreements reached in 3GPP RAN1#110 meeting
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 




Agreements reached in 3GPP RAN1#110-bis-e meeting
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data




Agreements reached in 3GPP RAN1#111 meeting
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.
Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data
Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network
Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



Agreements reached in 3GPP RAN1#112 meeting
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded


Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).





Agreements reached in 3GPP RAN1#112bis-e meeting
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification
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