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Introduction
The SID of the low power WUS (LP-WUS) can be found in [1].
	The study item includes the following objectives:
· Identify evaluation methodology (including the use cases) & KPIs [RAN1]
· Primarily target low-power WUS/WUR for power-sensitive, small form-factor devices including IoT use cases (such as industrial sensors, controllers) and wearables
· Other use cases are not precluded
· Study and evaluate low-power wake-up receiver architectures [RAN1, RAN4] 
· Study and evaluate wake-up signal designs to support wake-up receivers [RAN1, RAN4] 
· Study and evaluate L1 procedures and higher layer protocol changes needed to support the wake-up signals  [RAN2, RAN1] 
· Study potential UE power saving gains compared to the existing Rel-15/16/17 UE power saving mechanisms, the coverage availability, as well as latency impact of low-power WUR/WUS. System impact, such as network power consumption, coexistence with non-low-power-WUR UEs, network coverage/capacity/resource overhead should be included in the study [RAN1]
· Note: The need for RAN2 evaluation will be triggered by RAN1 when necessary. 


The contribution focuses on the evaluation methodology and some initial evaluation results.

Use cases
In RAN#112 [2], it was agreed to define three use cases as follows.
	Agreement
The following characteristics for target use cases are considered in the study item:
· IoT cases including e.g., industrial wireless sensors, controllers, actuators and etc, including the following characteristics,
· FFS: latency
· primary for small form devices
· power-sensitive
· static, nomadic or limited mobility
· Wearable cases including e.g., smart watches, rings, eHealth related devices, and medical monitoring devices etc., 
· FFS: latency
· primary for small form devices,
· power-sensitive
· low/medium speed, FFS: high speed
· eMBB cases including e.g., XR/smart glasses, smart phones and etc.,
· FFS: latency
· devices form is various and not restricted
· power-sensitive
· low/medium speed, FFS: high speed
Note: other use cases/characteristics are not precluded if any.



Evaluation methodology
1.1 Power model for the main radio
In RAN1#110bis-e [4], the power model for the main radio was widely discussed and had the good progress.
	Agreement
Take the following power model for main radio for evaluation in LP-WUS/WUR SI,
· For IoT and wearable cases, reuse TR38.875 power model as baseline.
· For eMBB and other cases, reuse TR38.840 power model as baseline.
· Introduce ‘Ultra-deep sleep’ power state for main radio of UEs with LP-WUS receiver and reusing power model option 1 value of ‘Ultra-deep sleep’for LPHAP evaluation, i.e.,
· FFS: The details of ‘Ultra-deep sleep’ power state
Agreement
· The following power models are used ‘Ultra-deep sleep’ power state for main radio for evaluation
	Power State
	Relative Power (unit)
	Ramp-up and down transition energy (Note1):
(unit multiplied by ms)
	Ramp-up time
	Time for sync/re-sync

	Ultra-deep sleep
	[0.015]
	[2000 ~ 40000]
· Study to converge on candidate numbers to use for evaluation
· FFS: other values and reported by companies.
· FFS: down-selection of the values, 
· companies are encouraged to provide details for down-selection
	[400ms], FFS: 100ms
	X


Note1: 
· Ramp-up time may consist of the procedure for [main radio hardware tune on e.g., boot, memory load and etc.]
· Time for sync/re-sync consists of the procedure for [main radio to re-synchronization with the serving gNB etc.]
· FFS: X and whether/how to have different values depending on other factors, e.g., signal-to-noise ratio.
· Companies can report the assumption of X in the initial evaluation.
· Ramp up and down energy includes power for ramp-up and ramp-down. Energy consumption for sync/re-sync is separately calculated.
· The total time for main radio transition from ultra-deep sleep to active/micro sleep state is the sum of ramp-up time and time for sync/re-sync. 
· FFS whether/how to define ramp-down time, whether to separately describe the ramp-down energy consumption.
Note 2: the power state transitions in this table refer to transitions between ultra deep sleep state and active / micro sleep state.
Note 3: The values inside of ‘[ ]’ are to be used as starting point of future study on LP-WUS.



Transition time/energy
It seems that the total transition energy includes the rump up/down energy and sync/re-sync energy, and the total transition time includes the rump up/down time and sync/re-sync time. For ease of understanding, we consider cell search as a part of sync/re-sync.
Ramp-up/down
In RAN1#112 [2], it was agreed there are two alternatives for transition energy and ramp-up time.
	Agreement
For evaluation, at least for FR1 MR ultra-deep sleep state, (Ramp-up and down transition energy, ramp-up time) is as follows,
· Alt 1: (15000, 400ms)
· Alt 2: ([40000], [800ms])
Company to report which alternative they use for which use cases.


In RAN1#112bis-e [3], Alt 1 is regarded as baseline, and Alt 2 is confirmed as additional alternative.
	Agreement
Confirm Alt 2 in the following agreement and update as follows
Agreement
For evaluation, at least for FR1 MR ultra-deep sleep state, (Ramp-up and down transition energy, ramp-up time) is as follows,
· Alt 1: (15000, 400ms) as baseline
· Alt 2: ([40000], [800ms])
Company to report which alternative they use for which use cases.


In our view, the transition energy usually means the energy gap between ultra-deep sleep and micro deep sleep, and the ramp-up time usually means the time gap between ultra-deep sleep state and micro sleep state. We think 15000 power unit and 400ms is feasible for transition energy and ramp-up time for main radio.

Cell frequency search
In general, sync/re-sync includes cell frequency search (SS-raster search), timing acquisition and frequency error correction. However, it is not clear whether cell frequency search belongs to sync/re-sync during the main radio wake-up. In our view, companies did not consider cell frequency search for discussion of sync/re-sync. We try to discuss cell frequency search initially.
Specifically, if the LP-WUR supports mobility (continuous coverage), i.e. the LP-WUR can re-select a cell in time/frequency domain during UE movement, and if the LP-WUS is deployed in the same frequency as SSB in the cell, the main radio can know the frequency of the cell to be selected via the LP-WUR. In this case, the cell frequency search is not necessary. The restriction is that the LP-WUR should support mobility and the LP-WUS should be deployed in the same frequency as SSB in the cell.
Observation 1: If the LP-WUR supports mobility (continuous coverage) and if the LP-WUS is deployed in the same frequency as SSB in the cell, the cell frequency search is not necessary at the LP-WUR after wake-up.
As counterpart, if the LP-WUR does not support mobility, i.e. the LP-WUR cannot re-select a cell during UE movement and the main radio should be switched on to re-select a cell, the main radio can know the frequency of cell to be selected. In this case, the cell frequency search is not necessary.
Observation 2: If the LP-WUR does not support mobility, the cell frequency search is not necessary at the LP-WUR after wake-up, which has been done in cell re-selection at the LP-WUR.
For simplicity, we can assume cell frequency search is not included in sync/re-sync.

Timing acquisition and frequency error correction
The main radio can only rely on periodic reference signal for timing acquisition and frequency error correction. For simple case, the periodic reference signal can be SSB. Nevertheless, the periodic reference signal can include both SSB and additional TRS (e.g. R17 defined additional TRS) for optimization purpose. In RAN1#111 [5], the number of SSBs for timing acquisition and frequency error correction is widely discussed, and only the upper bound was agreed.
	Agreement
For MR, at least for FR1 evaluation,
· Number of SSBs for sync/re-sync for MR is up to 10
· Companies to report timeline and energy consumption
· Companies to provide feasibility analysis for transition time and transition energy with aim to converge to one or two set of values in RAN1#112


Since we aim to converge to one or two set of values for the total transition time/energy in RAN1#112, we try to provide the candidate values of the number of SSBs. 
In [5], additional 3 SSBs w.r.t. deep sleep is assumed for both timing acquisition and frequency error correction. In our view, the additional x SSBs can be used to acquire timing by decoding PBCH content and detecting time-index in PBCH-DMRS, and another additional y SSBs can be used for frequency error correction (from 10 ppm to 2 ppm). The value of x and y depends on different channel condition. It should be noted that 1/2/3 SSBs for wake-up from deep sleep (frequency error is from 2 ppm to 0.5ppm) are assumed in R17 PEI discussion for different channel condition respectively. Therefore, we have the following number of SSBs for different channel condition respectively and calculate sync/re-sync time/energy.
Table 1: Sync/re-sync time/energy
	
	The number of SSBs
	Sync/re-sync time
	Sync/re-sync energy

	Deep sleep of the main radio
	{1, 2, 3}
	{2, 22, 42}ms
Assume 2ms for duration of a SSB burst and 20ms for periodicity of SSB bursts
	{60*2, 60*2 + 20*18 + 100 + 60*2, (60*2 + 20*18 + 100)*2 + 60*2} = {120, 700, 1280}

	Ultra deep sleep of the main radio in worse channel condition
	9
3 SSBs for timing acquisition, 3 SSBs for frequency error correction, 3 SSBs for fine sync for PO reception
	162ms
	(60*2 + 20*18 + 100)*8 + 60*2 = 4760

	Ultra deep sleep of the main radio in general channel condition
	6
2 SSBs for timing acquisition, 2 SSBs for frequency error correction, 2 SSBs for fine sync for PO reception
	102
	(60*2 + 20*18 + 100)*5 + 60*2 = 3020

	Ultra deep sleep of the main radio in good channel condition
	3
1 SSB for timing acquisition, 1 SSB for frequency error correction, 1 SSB for fine sync for PO reception
	42ms
	 (60*2 + 20*18 + 100)*2 + 60*2 = 1280


Proposal 1: 3/6/9 SSBs for sync/re-sync for ultra-deep sleep can be assumed for different channel condition respectively.

1.2 Power model for LP-WUR
In RAN1#110bis-e [3], the power model for LP-WUR (including power values for LP-WUR on/off state and transition time/energy) was also widely discussed. The following agreement was achieved.
	Agreement
The following power model for LP-WUR/WUS evaluation is considered,
· Relative power unit for LP-WUR ‘off’ state, i.e., the LP-WUR does not perform monitoring: 
· [0.001]
· Relative power unit for LP-WUR ‘on’ state, i.e., the LP-WUR performs monitoring: 
· [0.005/0.01/0.02/0.03/0.05/0.1/0.2/0.5/1/2/4]
· Other values are not precluded to be evaluated
· FFS: Mapping from values to a LP-WUR architecture or LP-WUR mode of operation
· No additional transition energy and transition time between ‘on’ and ‘off’ state as start point, FFS any transition energy and transition time if needed.
Note1: A unit of power is defined to be the same for main receiver and LP-WUS receiver.
Note2: the values provided is for the purpose of studying power saving gain, and the values can be further revisit and categorization depending on the receiver architecture discussion.
Note3: For LP-WUR ‘on’ state, more than one values within the above range may be used for evaluation (e.g. for a single LP-WUR architecture)
FFS: LP-WUR power consumption values for FR2.


In RAN1#111 [5], the power model for LP-WUR was further discussed. The following agreement was achieved.
	Agreement
The following power model for LP-WUR is used for evaluation for FR1,
	Power State
	Relative Power (unit)
	Transition energy:
(unit multiplied by ms)
	Ramp-up time TLR, ramp-up
(ms)

	Off
	0.001
	[TLR, ramp-up *(PON+POFF)/2]
	TLR, ramp-up = FFS, and company to report TLR, ramp-up
 
FFS: Relation between Receiver architecture and its relative power and value of TLR, ramp-up

	On
	0.005/0.01/0.02/0.03/0.05/0.1/0.2/0.5/1/2/4
FFS: If other values are needed
	
	


FFS: whether further categorization/sub-categorization is needed and how.


In RAN1#112bis-e [3], equation of transition energy is updated as additional transition energy based on triangle principle.
	Agreement
Update the additional transition energy from [TLR, ramp-up *(PON+POFF)/2] to [TLR, ramp-up *(PON-POFF)/2] for LP-WUR power model.
· Note: this assumes the power consumption during the transition time is sum of additional transition energy and LP-WUR OFF energy, e.g., similar definition as the additional transition energy in TR38.840



Power values for LP-WUR on/off state
In RAN1#112bis-e, the power values of LP-WUR on/off state was revisited, since some high-complexity receiver type/components were identified.
	#8: [H] Proposal 1C-2-v12:
· For LP-WUR power evaluation, 
· Relative Power (unit) for LP-WUR OFF state,
· 0.001/ Y1/ [Y2], [FFS value(s) of Y1, Y2 e.g., 0.1, 0.01, 0.005]
· Relative Power (unit) for LP-WUR ON state,
· 0.01/0.05/0.1/0.2/0.5/1/2/4/10/20/30
· 10/20/30 for LP-WUR ON power state are not used for receiver types based on envelope detection for MC-ASK and MC-FSK, 
· For other values, the mapping between power value and receiver type are FFS
· Note: Up to companies to report whether same or different values are assumed for WUS monitoring and time/frequency synchronization.



Power values for LP-WUR on state
Some companies thought the large power values for LP-WUR on state, e.g. 10/20/30, is dedicated for receiver of OFDMA-based signal/channel, but some other companies thought it is not related to receiver type instead it is related to components of receiver.
Observation 3: There is no common understanding whether large power values for LP-WUR on state, e.g. 10/20/30, are related to receiver type or components.
In our view, we defined the power values, e.g. 0.01/0.05/0.1/1/2/4, but we did not relate them to receiver type or components. 
Observation 4: There is no common understanding how to relate the defined power values, e.g. 0.01/0.05/0.1/1/2/4, to receiver type/components.
It was common understanding that companies can reports which receiver type or components they use. Following this logic, we may not relate the power values to receiver type or components explicitly.
Proposal 2: Add the power values 10/20/30 for LP-WUR on state without explicit relationship between them and receiver type or components.
Proposal 3: Add clarification that companies are encouraged to report assumptions on receiver type/components for the selected power values for LP-WUR on state.
Furthermore, it is common understanding that oscillator (option 1/2/3/4) is used for LP-WUR on state, so the difference of power values may come from other components than RTC/oscillator, e.g. PLL/FLL. As mentioned by some companies, usage of PLL or FLL is also factor for carrier frequency error. It means 200 ppm for oscillator may cause too large carrier frequency error, e.g. 500 ppm. Even for OOK waveform, carrier frequency error will affect detection performance due to down-convertor in IF/zero-IF architectures.
Observation 5: Beside usage of oscillator, usage of PLL or FLL will affect the power value for LP-WUR on state and detection performance.

Power values for LP-WUR off state
Some companies thought the power value for LP-WUR off state for receiver for OFDMA-based signal/channel should be large than 0.001. For example, receiver for OFDMA-based signal/channel may use high-complexity oscillator. To be more general, it was common understanding to relate the power value for LP-WUR off state to usage of oscillator [3].
	Working Assumption
The following for usage of the clock is assumed for LP-WUR OFF/ON
	Assumption on LP-WUR OFF power
	Assumptions on the clock usage

	0.001
	When LP-WUR is OFF
· Time offset cumulated in the off period cannot be calculated based on the parameters of the oscillator option 1/2/3/4. RTC should be used(Only RTC is running during sleep.)
When LP-WUR is ON, frequency offset and time offset calculation can follow the parameters of the oscillator option 1/2/3/4 [Note2] (cumulating based on the frequency drift and not exceed maximum frequency error)
· The initial frequency offset when LP-WUR switches on can be set to the [FFS: maximum frequency error or a random value within the maximum frequency error] following the parameters of the oscillator option 1/2/3/4[Note2].
· When LP-WUR is synced with LP-SS/SSB or MR is used to assist to calibrate LP-WUR to correct the time/frequency error, residual frequency error Fr is assumed at the time when the synchronization/calibration is done.

	TBD: value(s)
	For both LP-WUR OFF and ON
· Time offset cumulated in the off period can be calculated based on the parameter of the oscillator option 1/2 or option 3/4[Note2]. RTC can be used too. 
· Frequency offset calculation can follow the parameter of the oscillator option 1/2 or option 3/4[Note2] (cumulating based on the second value in the value pair and not exceed maximum frequency error). 
When at the time point after LP-WUR is synced with LP-SS/SSB or if MR can assist to calibrate LP-WUR to correct the frequency error
· Frequency offset is the Fr, which is residual frequency error from previous synchronization/calibration


[Note1: Any additional LO/FLL/PLL could start running during LP-WUR On duration. The power consumption of any of those LO/FLL/PLL is captured in LP-WUR On power]
FFS: Note2: option 3/4 can only be assumed when LP-WUR ON power value and LP-WUR OFF power value>=TBD2, option 1/2 can only be assumed when LP-WUR ON power value and LP-WUR OFF power value>=TBD1
Note3: The clock error (of both RTC and LO) could be improved to be less than max ppm error of option 1,2,3,4 with clock calibation based on sync signal such as LP-SS or preamble.


Our understanding frequency/time error due to drift according to above working assumption is listed as follows.
· Case 1: The power value is 0.001 for LP-WUR off state
· For LP-WUR off state, it is assumed that only RTC is used, and frequency/time error do not follow the oscillator option 1/2/3/4. For LP-WUR on state, it is assumed that oscillator is used, and frequency/time error follow the oscillator option 1/2/3/4.
· Initial frequency/time error when LP-WUR switches on is maximum frequency/time error or a random value not greater than maximum frequency/time error, since only RTC is used in off sate
· Initial frequency/time error when LP-WUR switches on is usually large
· After correction by current sync signal, residual frequency/time error is a new value after correction
· Case 2: The power value is much higher than 0.001 for LP-WUR off state
· For LP-WUR on/off state, it is assumed that oscillator is used, and frequency/time error follow the oscillator option 1/2/3/4.
· Initial frequency error when LP-WUR switches on is Fd (ppm)=ΔF (ppm) +Fr(ppm), where ΔF is oscillator clock frequency drifting during time between previous sync signal and current sync signal, and Fr is residual frequency error from previous correction
· Initial frequency error when LP-WUR switches on is usually small
· Initial time error when LP-WUR switches on is Te= ΔT+ Tr, where ΔT is oscillator clock time drift during time between previous sync signal and current sync signal, and Tr is residual time error from previous correction
· Initial time error when LP-WUR switches on is usually small
· After correction by sync signal, residual frequency/time error is a new value after correction
It can be observed that for Case 1 (i.e. the power value is 0.001 for LP-WUR off state), initial frequency/time error when LP-WUR switches on is usually large, and residual frequency/time error is usually large. Therefore, the corresponding monitoring window for duty-cycle based LP-WUS monitoring should be wide enough.
Observation 6: For Case 1 (i.e. the power value is 0.001 for LP-WUR off state), initial frequency/time error when LP-WUR switches on is usually large, and residual frequency/time error is usually large.

Summary
According to above discussion, we prefer to have 3 categories for power values for LP-WUR on/off state. The first category means Case 1. The second category means low-complexity architecture (e.g. with FLL) in Case 2. The third category means high-complexity architecture (e.g. with PLL) in Case 2.
Table 2: The relative power values for the LP-WUR
	
	Relative power (unit)
	Note

	Category 1 (Case 1)
	Off state: 0.001
	RTC

	
	On state: 0.01/0.05/0.1/0.2/0.5
	Oscillator, FLL
Residual frequency/time error is large
Example: envelope detection architecture

	Category 2 (low-complexity architecture in Case 2)
	Off state: 0.01
	Oscillator

	
	On state: 1/2/4
	Oscillator, FLL
Residual frequency/time error is medium
Example: Parallel envelope detection architecture

	Category 3 (high-complexity architecture in Case 2)
	Off state: 0.1
	Oscillator

	
	On state: 10/20/30
	Oscillator, PLL
Residual frequency/time error is medium
Example: OFDMA-bases signal/channel base (I/Q two branches) architecture


Proposal 4: The power values for LP-WUR on/off state can be modelled in 3 categories.

Transition time/energy
From above table, we assume ramp-up time as follows.
· Category 1: 1ms
· Category 2: 5ms
· Category 3: 20ms
Some companies also have argument that compared to main radio (taking RedCap as example) the ramp-up time 20ms for OFDMA-based signal/channel based architecture seems too small. In our view, OFDMA-based signal/channel based LP-WUR does not need to process PBCH/PDCCH/PDSCH, so the ADC and baseband processing is simpler. Furthermore, as mentioned by some companies, low-complexity oscillator/PLL are used which also needs small ramp-up time.
Observation 7: The ramp-up time for OFDMA signal/channel based LP-WUR has lower power consumption compared to main radio (e.g. RedCap) due to low complexity of oscillator, PLL, ADC and baseband processor.
Proposal 5: The ramp-up time for LP-WUR can be modelled in 3 categories, e.g. 1ms, 5ms and 20ms.

1.3 Performance metrics
In RAN1#110bis-e [4], the potential performance metrics were listed as follows.
	Agreement
For system impact analysis, the following performance metrics are considered to be provided,
	Performance Metric
	Note

	System overhead
	expressed as percentage of used part of all REs for LP-WUS (including guard band or time or others resource used for LP-WUR if any) among all resources
Other assumptions related to the system overhead analysis can be reported, e.g., the LP-WUR raw data rate evaluated in the coverage evaluations.

	FFS: Capacity impact
	[Evaluate the system capacity impact due to introducing of LP-WUS]

	FFS: NW power consumption / Energy Efficiency
	[Impact of LP-WUS/WUR operation on gNB energy consumption as performance metric in system impact analysis.]


For power and latency evaluation of the LP-WUS, the following performance metrics are considered to be provided.
	Performance Metric
	Note

	Power consumption
	Relative power consumption in units. The power consumption includes main radio and LP-WUR. For comparison, the relative power consumption and evaluation period for baseline schemes should also be provided, as well as the power saving gain (i.e., percentage of power consumption reduction of the proposed power saving scheme from the baseline scheme).

	Latency
	For IDLE/INACTIVE state, the latency is the time interval between the data arrival time at the gNB and the time of the first PO UE can [monitor/detect] the paging message
· FFS: if UE is not required to monitor a PO after wake-up, e.g., latency is the time interval between the data arrival time at the gNB and the time UE transmits the PRACH after LP-WUS detection.
· sync/re-sync for main radio is included
For CONNECTED state, TBD

	FFS: UPT
	FFS
Note: it is for connected mode purpose.


Companies to report baseline scheme, e.g., PO monitoring with i-DRX, e-DRX, with or without PEI
Companies to report the power consumption / power saving gain considering the FAR impact , latency considering MDR impact
Other performance metrics (e.g., mobility) can be reported by companies (if any)


In RAN1#111 [4], the potential performance metrics were updated as follows.
	Update the agreement in RAN1#110bis-E as follows,
For system impact analysis, the following performance metrics are considered to be provided,
	Performance Metric
	Note

	System overhead
	expressed as percentage of used part of all REs for LP-WUS (including guard band or time or others resource used for LP-WUR if any) among all resources
Other assumptions related to the system overhead analysis can be reported, e.g., the LP-WUR raw data rate evaluated in the coverage evaluations.

	Capacity impact
	[Evaluate the system capacity impact due to introducing of LP-WUS]
Note: it is for UEs which are in connected mode. Definition is the same as in XR TR.

	FFS: NW power consumption / Energy Efficiency
	[Impact of LP-WUS/WUR operation on gNB energy consumption as performance metric in system impact analysis.]


For power and latency evaluation of the LP-WUS, the following performance metrics definitions provided for future study
	Performance Metric
	Note

	Power consumption
	Relative power consumption in units. The power consumption includes main radio and LP-WUR. For comparison, the relative power consumption and evaluation period for baseline schemes should also be provided, as well as the power saving gain (i.e., percentage of power consumption reduction of the proposed power saving scheme from the baseline scheme).

	Latency
	For IDLE/INACTIVE state, 
· the latency is the time interval between the data arrival time at the gNB and the time of the first PO UE can [monitor/detect] the paging message
· alternatively, if UE is not required to monitor a PO after wake-up, company to report detailed procedure and definition of the latency
. In RAN1#111, there are no definitions being precluded
· sync/re-sync for main radio is included

	FFS: UPT
	FFS The definition is the same as in [TR38.840]
Note: it is for connected mode purpose.


Companies to report baseline scheme, e.g., PO monitoring with i-DRX, e-DRX, with or without PEI
Companies to report the power consumption / power saving gain considering the FAR impact, latency considering MDR impact
Other performance metrics (e.g., mobility) can be reported by companies (if any)


We will focus on RRC IDLE/INACTIVE state and discuss the system overhead, power consumption and latency.

1.4 Traffic model
In RAN1#111 [5], the traffic model option 1 was updated as follows.
	Agreement
Update the IDLE/INACTIVE state traffic model option 1 as follows and remove traffic model option 2,
· The traffic arrival is modeled as a Poisson Arrival Process where inter-arrival times are exponentially distributed, the mean arrival time is P = YREF / RE, REF, where
· RE, REF= 1%, 0.1%, 0.01% or 0.001% and YREF = 1.28s
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· FFS: Value of N
· For LP-WUS
· Both per group and UE paging can be assumed.
Note：
· For i-DRX with i-DRX cycle duration Y second, 
· Per UE paging probability RE = 1 – (1 – RE, REF )Y/YREF
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· For e-DRX with K i-DRX cycles duration, L PTW duration of L i-DRX cycles, and an i-DRX cycle duration Y second
· Per UE paging probability is
· RE = 1 – (1 – RE, REF )(K-L)Y/YREF for the first i-DRX cycle within the PTW
· RE = 1 – (1 – RE, REF )LY/YREF for each of the remaining L-1 i-DRX cycles within the PTW
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· L=4 (as agreed in RAN1#110bis)


For RRC IDLE/INACTIVE state, if the LP-WUS contains the whole UE ID, the LP-WUS can wake up a UE, and per group paging probability RG is equal to per UE paging probability RE. If the LP-WUS contains a part of UE ID, the LP-WUS can wake up a group of UEs, and per group paging probability RG is much larger than per UE paging probability RE, since value of N is much larger than 1.
However, how to relate the bits number of UE ID in the LP-WUS to value of N is not simple, and value of N is also related to UE distribution in a cell. We may only use a typical value of N. For example, we can choose 10 as a value of N like discussion of R17 PEI. We should keep in mind that a small bits number of UE ID in the LP-WUS may imply a large value of N in realistic.
Observation 8: The bits number of UE ID in the LP-WUS is related to value of N, and a small bits number of UE ID in the LP-WUS may imply a large value of N in realistic.
Therefore, companies can report the value of N in evaluation.
Proposal 6: Companies can report the value of N for per group paging probability in evaluation.

System overhead

1.5 Comparing R17 PEI and the LP-WUS
According to that of R17 PEI (Appendix A.4), parameters for R17 PEI and the LP-WUS are listed as follows.
Table 3: Parameters for R17 PEI and the LP-WUS
	
	R17 PEI
	The LP-WUS

	General parameters
	Behavior A + channel based

	The required MDR
	0.1%
To meet the joint MDR of PEI and paging PDCCH, which is 1%. In this case, MDR of paging PDCCH approaches 1%
	1%

	The required FAR
	1%
It is mainly used for sequence-based PEI. For channel-based PEI, the actual FAR is much lower due to long CRC
	0.1% or 1%
For channel-based preamble and data payload, it can be satisfied by using more than10 bits CRC

	The required SINR
	SINR when MDR of paging PDCCH is 1% (assuming the same coverage of R17 PEI and the LP-WUS)

	Paging PDCCH reference
	AL 8, 41-bit payload

	Paging PDSCH reference
	MCS0, TB scaling 1.0
It may imply the required CFO for PO reception
	N/A


It can be observed that the LP-WUS can use R17 PEI as reference in terms of the required MDR/FAR and SINR.  Therefore, we can also estimate the system overhead of the LP-WUS roughly by comparing to R17 PEI.
We provide our estimated values for the loss and gain of the LP-WUS compared to R17 PEI as follows like those reported by [5]. For simplicity, we focus on MC-ASK, i.e. OOK in short.
Table 4: The loss and gain of the LP-WUS (MC-ASK/FSK based) compared to R17 PEI
	
	Value of loss or gain
	Note

	Rx number
	~3dB loss
	Assume 2 Rx for R17 PEI and 1 Rx for the LP-WUS

	Noise figure
	~8dB loss 
	Due to lower complexity of the LP-WUR architecture [5]

	Over sampling (compared to modulation symbol rate)
	~5dB gain
	Assuming 4 samples per modulation symbol (i.e. OOK symbol) for the LP-WUS and 1.7 samples per modulation symbol for R17 PEI*

	Bit-width of ADC
	~3dB loss
	Assuming 4 bits width of ADC for the LP-WUR, compared to 8 bits width of ADC for R17 PEI

	Channel coding scheme
	~4dB loss
	Polar code has gain compared to Manchester code

	Waveform
	~3dB gain
	OOK is more robust than QPSK+OFDM, since QPSK+OFDM is sensitive to frequency error and phase noise, in which ICI will cause degradation

	Coverage shrinkage
	~x dB gain
	For discontinuous coverage, link budget of the LP-WUS is x dB shrinkage than that of R17 PEI. In this case, the main radio is always switched on at the cell edge


*Note 1: For OFDM waveform, sampling rate is usually subcarrier spacing (OFDM symbol rate) times the FFT size. Roughly, sampling rate is about 1.7x compared to rate of modulation symbol (a subcarrier), since FFT size is 2048 but the number of useful subcarriers is 1200 in typical case. On the other hand, how many REs in a modulation symbol for the LP-WUS (e.g. 6 REs in an OOK symbol) is not included in this loss/gain comparison. The number of REs in a modulation symbol for the LP-WUS can be regarded as a part of waveform design or coverage enhancement for the LP-WUS.
It can be observed that the LP-WUS may have about (10-x) dB performance loss compared to R17 PEI, where x is value of coverage shrinkage compared to R17 PEI.
Observation 9: The LP-WUS may have about (10-x) dB performance loss compared to R17 PEI, where x is value of coverage shrinkage compared to R17 PEI.
From above two tables, the resource overhead for the LP-WUS can be estimated according to that of R17 PEI (Appendix A.4).
Table 5: Resource overhead for R17 PEI and the LP-WUS
	
	R17 PEI
	The LP-WUS

	Information bits
	12 bits
	41 bits
	12 bits: a small part of 48-bit for ng-5G-S-TMSI. The main radio should monitor PO after wake-up
	41 bits: the main part of 48-bit for ng-5G-S-TMSI). The main radio may not monitor PO after wake-up, if the remaining bits for ng-5G-S-TMSI is carried by location of the LP-WUS occasion, like PO location which carries some bits of UE ID

	Occupying REs
	288 (576 may be also feasible since R17 PEI has lower MDR than paging PDCCH)
	576
	288*y
(10-x) dB loss => y times of REs compared to R17 PEI
	576*y
(10-x) dB loss => y times of REs  compared to R17 PEI


It can be observed that the resource overhead of the LP-WUS is much larger than that of R17 PEI. For example, when y=5 (i.e. 5dB coverage shrinkage compared to R17 PEI), the LP-WUS may need 288*4 or 576*4 REs for 12 or 41 bits respectively.
Observation 10: System overhead of the LP-WUS is much larger than that of R17 PEI.
It seems common understanding, since in RAN1#112bis-e [3], it was agreement to further study coverage enhancement for the LP-WUS.
	Agreement
· Study techniques/mechanisms to enhance coverage performance of LP-WUS
· Study potential gains available as well as drawback(s) of the technique(s)/mechanisms(s), e.g. system overhead, increased complexity network energy consumption etc…
· Study potential issues and corresponding solutions for the case when LP-WUS coverage is insufficient 
· At least study fallback mechanisms where the Main Radio switches to legacy operation in case the channel condition of LP-WUS is not sufficient, e.g. below threshold.



Power saving gain
According to power models and evaluation assumptions, Power Saving Gain (PSG) can be achieved by numerical analysis or system evaluation.
1.6 The preferred evaluation assumptions
For evaluation assumptions with multiple options, we select the preferred options.
· For the LP-WUS
· Power model
· Power value for LP-WUR off state is 0.001
· Power value for LP-WUR on state is 0.1
· Transition time is 1ms
· Duration of the LP-WUS burst is 2ms:  The LP-WUS is like SSB supporting beam sweeping
· The LP-WUS is periodically detected by the LP-WUR, and the periodicity is paging cycle for I-DRX
· For the main radio
· Power model is for eMBB and other cases, i.e. reusing TR38.840 power model as baseline
· The number of SSBs to process is under assumption of the worse channel condition is worse
· For traffic model
· Per UE paging probability is 1% and N is 10, and thus per group paging probability is 10%

1.7 Baseline scheme
R17 PEI can be baseline scheme, which is more power efficient than R15 PO monitoring.
[image: ]
Figure 1: Illustration of baseline scheme, i.e. R17 PEI
RRM measurement
To be fair, the neighboring-cell measurement relaxation is assumed for R17 PEI, i.e. there is no intra-frequency or inter-frequency measurement during the evaluation time.
It seems fair to consider the serving-cell measurement relaxation for R17 PEI, but the serving-cell measurement is included in SSB processing for sync before PEI in each paging cycle, and thus there seems no additional power saving for the serving-cell measurement relaxation. On the contrary, we think the serving-cell measurement can be supported by the LP-WUS, so there could be fair comparison.
Observation 11: For R17 PEI as baseline scheme, the serving-cell measurement relaxation is not considered.
Power consumption
For DRX cycle 1.28s, UE processing timeline can be found in Appendix A.6. Total power consumption is about 2502.

1.8 LP-WUS scheme
There could be two schemes for processing timeline for the LP-WUS.
For Scheme-1, the main radio does not need to monitor PO after wake-up. The latency can be small, but the resource overhead may be large since the LP-WUS may contain one or more entire UE ID, which could be 48 bits for ng-5G-S-TMSI. 
For Scheme-2, the main radio still needs to monitors PO after wake-up, it is a little like R17 PEI, and balance between the latency and the resource overhead can be balanced.
In fact, Scheme-1 and Scheme-2 can be combined if we can set PO as 0 (i.e. no paging being monitored) for Scheme-2. Moreover, power consumption after being paged (i.e. PRACH and the following procedures) is not counted in R17 PEI evaluation. Hence, we can start from Scheme-2 for evaluation.
[image: ]
Figure 2: Illustration of Scheme-2
RRM measurement
It should be noted that baseline scheme still includes serving-cell measurement. Fortunately, whether the LP-WUR supports the serving cell measurement is under discussion. With function of serving-cell measurement, the power consumption can be compared between baseline scheme and LP-WUS scheme. In this sense, both R17 PEI with (neighboring-cell measurement relaxation) and the LP-WUS can be used in the low-mobility or stationary scenarios at least.
Power consumption
For DRX cycle 1.28s, UE processing timeline can be found in Appendix A.7. Total power consumption is about 1990. The power saving gain is about 20%.

Latency
For discontinuously (periodically) monitoring the LP-WUS, the latency depends on the periodicity of monitoring. For continuous monitoring the LP-WUS, the latency could be reduced with cost of power consumption. Discontinuously monitoring and continuous monitoring can be used in different use cases for different latency requirement. In fact, we do not expect both power consumption and latency can be improved obviously in a single use case for WAN. For LAN, especially small house, it can be true, which is proved by commercial use, e.g. Bluetooth or power-saving WiFi. Coverage and mobility are always difficulties for WAN.
Proposal 7: The LP-WUS can be applied for different case of latency to handle tradeoff between power saving gain and latency.

[bookmark: _Ref494215420][bookmark: _Ref502921678][bookmark: _Ref502921460]Conclusion
We have the following proposals.
Proposal 1: 3/6/9 SSBs for sync/re-sync for ultra-deep sleep can be assumed for different channel condition respectively.
Proposal 2: Add the power values 10/20/30 for LP-WUR on state without explicit relationship between them and receiver type or components.
Proposal 3: Add clarification that companies are encouraged to report assumptions on receiver type/components for the selected power values for LP-WUR on state.
Proposal 4: The power values for LP-WUR on/off state can be modelled in 3 categories.
Proposal 5: The ramp-up time for LP-WUR can be modelled in 3 categories, e.g. 1ms, 5ms and 20ms.
Proposal 6: Companies can report the value of N for per group paging probability in evaluation.
Proposal 7: The LP-WUS can be applied for different case of latency to handle tradeoff between power saving gain and latency.

Reference
[1] RP-222644, “Revised SID: Study on low-power Wake-up Signal and Receiver for NR”, vivo, RAN#97e, Sep.  12th - 16th, 2022.
[2] 3GPP RAN1#112 Chairman’s Notes, Feb. 27th – Mar. 3rd, 2022.
[3] 3GPP RAN1#112bis-e Chairman’s Notes, Apr. 17th - 26th, 2022.
[4] [bookmark: _Hlk114643742]3GPP RAN1#110bis-e Chairman’s Notes, Oct. 10th - 19th, 2022.
[5] 3GPP RAN1#111 Chairman’s Notes, Nov. 14th - 18th, 2022.
[6] R1-2209503, “Low power WUS receiver architectures”, MediaTek, RAN1#110bis-e, Oct. 10th - 19th, 2022.

Appendix
A.1  Agreement for baseline assumptions of system level simulation
In RAN1#110bis-e [4], baseline assumptions of system level simulation was agreed as follows.
	Agreement
The following is assumed for RRC IDLE/INACTIVE evaluation,
	Parameters
	Value

	i-DRX cycle length
	1.28s and other values not precluded and reported by companies, consider both with PEI/ without PEI

	e-DRX cycle length
	20.48s, 61.44s and other values not precluded, company to report which value(s) are used.  Note: ‘ultra-deep sleep’ state can be assumed for eDRX whenever necessary for baseline UE

	Number of POs in Paging Frame
	1

	Number of DRXs per PTW
	4

	Number of SSB before PO / PEI
	1, 2 or 3, (used for e.g., AGC adjustment, T/F tracking, serving cell and intra-F measurement)
company to report which value(s) are used
Note: the assumptions is for MR wakes from ‘Deep sleep’

	Sync/re-sync after ultra-deep sleep
	companies to report the timeline of sync/re-sync and X value, X is the time for sync/re-sync

	RRM Measurement
	Company to report whether and how the RRM measurement is assumed, e.g., whether RRM performed by main radio or LP-WUR, whether RRM is relaxed or not.

	LP-WUS monitoring
	Option 1: continuously monitoring
Option 2: discontinuously monitoring, with [T] ms as the period for complete an on-and-off cycle, and [D] ms as the active time for monitoring LP-WUS every cycle.

	Traffic
	Option 1 (baseline):
Per UE paging rate (R_E)= ([1%]) or ([0.1%]) or ([0.01%]) or ([0.001%]) within duration Y, [FFS Y is an i-DRX cycle length or an absolute time duration length]
· R_G denotes as the group paging rate and R_E denotes as UE paging rate, and 1-R_G=(1-R_E)^N, where N is the number of UEs in the group, and N is [TBD]
· FFS: how (R_G, R_E) for e-DRX derived from
 
FFS: Option 2 (optional):
Reusing TR 38.875 heart beat traffic model
	Model
	FTP3

	Packet size
	100 Bytes

	Mean inter-arrival time
	60s (per UE paging rate≈2%)


 
Model RRC connection phase power consumption as follows,
	RRC connection duration
	[30ms]

	Relative energy consumption of RRC connection block (Relative power x ms)
	[=3000]


 
Other options are not precluded can be reported by companies.

	Others
	Reported by companies






A.2  Agreement for baseline assumptions of link level simulation
In RAN1#112 [2], baseline assumptions of link level simulation was agreed as follows.
	Agreement
For link-level simulation of LP-WUS, the following table is used as starting point,
· FFS for other assumptions if any
· Note: The assumptions are not intended to limit the scope of the study or the design.
Table XX. Simulation assumptions for LP-WUS
	Attributes
	Assumptions

	Carrier Frequency
	2.6GHz/4GHz/700MHz

	Waveform
	OOK , FSK , OFDM
Company to report which option for OOK /FSK /OFDM is used

	Channel structure
	· Option 1: Sync signal /sequence+ payload + CRC,
· Option 2: Sequence only,
· Option 3: Payload+CRC,
· Other options are not precluded
· Company to report the sequence length, payload size, CRC length (may or may not be presence).

	SCS of OFDM generator for NR signal
	30kHz/15KHz

	Configuration for LP-WUS signal
	For OOK/FSK waveform,
· Option 1a: M=1 and SCSs = 15kHz (same as NR signal)
· Option 1b: M=1 and SCSs = 30kHz (same as NR signal)
· Option 2a: M =2/4/8 for SCS = 15KHz (same as NR signal)
· Option 2b: M =2/4/8 for SCS = 30 kHz (same as NR signal)
· Option 3: M=1 and SCSs = 60kHz/120kHz/240kHz
· Note: M is referred to the definition of “M” in the agreements for OOK-1/2/3/4 and FSK-1/2
For OFDM: FFS, e.g., ZC sequence

Other options are up to companies to report

	WUS duration
	Number of OFDM symbols: e.g., 1,2,4, 8, 16,24 symbols 

	MDR/FAR assumption
	· The miss-detection rate (MDR) of LP-WUS 1%,
· The false-alarm rate (FAR) of LP-WUS
· [0.1%, 1%]
· Other values are not precluded for studying, reported by companies
· Further discuss on the following alternatives for FAR target
· Alt 1: FAR target is determined per single WUS attempt/trial,
· Alt 2: FAR target is determined across a reference time duration of one or multiple WUS attempts/trials
· FFS: possible values for reference time durations
· Companies to report details, e.g., receiver behaviour, how to compute MDR, detection threshold
· Companies to report the selected reference time duration values and the associated number of WUS attempts/trials

	Code scheme
	Companies to report, if any, the coding scheme (e.g., Manchester code or any other schemes) and the code rate (e.g., 1/2, 1/4, ….)

	gNB Channel BW 
	20MHz, FFS other values

	LP-WUS BW
	Option 1:
· 5MHz including subcarriers for guard band
· 4.32MHz (i.e.,12 RBs) for LP-WUS transmission for 30kHz SCS
Option 2:
· {2.16, 4.32} MHz including subcarriers for guard band 
· 1.44MHz, 2.88MHz (i.e.{4, 8} RBs) for LP-WUS transmission for 30kHz SCS
FFS: other options are up to companies to report
GB is symmetrically placed on each side of LP-WUS

	Filter 
	X-th Order filter (e.g. Butterworth, Chebyshev, …) with Y MHz bandwidth,
· X = {3, 5}
· Companies to report Y
Companies to report any other assumptions if needed

	Adjacent subcarrier interference
	· PDSCH mapped on resources other than that for WUS and guard band; 
EPRE of LP-WUS / EPRE of PDSCH =ρ, where ρ=0 dB as baseline, ρ= {3, 6} dB as optional

	Sampling Rate
	· Companies to report.

	ADC bit width
	1-bit, 4-bit, 8-bit, ideal and other options are not precluded

	Channel Model
	See link coverage assumption table (will copy and paste here)

	Impairment modelling
	· FFS: Frequency and time error model 
· Phase noise up to company report, e.g. the modelling used for 802.11ba
· Other cell interference is up to company to report






A.3  Agreement for baseline assumptions of coverage evaluation
In RAN1#110bis-e [4], coverage in terms of link budget was discussed and some assumptions were achieved.
	Agreement
For evaluation of the coverage of LP-WUS, the methodology and assumptions in R17 CovEnh SI (described in TR38.830) is reused as baseline.
· MIL is used as the metric for LP-WUS coverage evaluation
· urban (2.6GHz/4GHz), rural(700MHz) scenario for FR1 are considered to be evaluated, others (e.g., FR2) are not precluded.
Note: For IoT/wearables devices, refer to R17 Redcap SI TR38.875 if the assumptions differ from TR38.830.
Companies report any other assumptions which differ from the TR38.875/ TR38.830, e.g., Tx and Rx loss
Companies are encouraged to compare LP-WUS with at least PDCCH for paging, PUSCH, others are not precluded. FFS: Target coverage of LP-WUS


In RAN1#112 [2], coverage evaluation assumptions were agreed.
	Agreement
For coverage evaluation, the following is used,
	Number of RX chains at the UE’s MR antenna elements for UE
	Case 1: 1 Rx for Redcap
Case 2: 2 Rx
Case 3: 4 Rx
Company to report which case is being used. Further decision on antenna assumption for coverage is FFS.

	Number of RX chains antenna elements for LP-WUR
	1 Rx
Note: agreed in RAN1#110bis

	Scenario and frequency
	Urban: 4GHz (TDD), 2.6GHz (TDD) 
Rural: 4GHz (TDD), 2.6GHz (TDD), 2GHz (FDD), 700MHz (FDD)
Rural with long distance: 700MHz (FDD), 4GHz (TDD)

	Reference data rates for MR eMBB
	Urban: PDSCH 10Mbps, PUSCH 1Mbps
Rural: PDSCH 1Mbps, PUSCH 100kbps
Rural with long distance: DL 1Mbps, UL 100kbps, 30kbps (optional)

	Reference PDCCH configuration
		SCS
	30kHz for TDD, 15kHz for FDD.

	Aggregation level
	8, 16

Company to report which case is being used. Further decision on aggregation level for coverage is FFS.

	Payload
	40 bits

	CORESET size
	2 symbols, 48 PRBs

	Tx Diversity
	Reported by companies

	BLER
	1% BLER,




	Pathloss model (select from LoS or NLoS)
	Urban: NloS
Rural: NloS and LoS

	Bandwidth
	100MHz for 4GHz and 2.6GHz.
20MHz for 2GHz (FDD)
20MHz (optional for 10MHz) for 700MHz. (FDD)

	Channel model for link-level simulation
	TDL-C for NLOS, TDL-D for LOS.

	Delay spread
	Urban: 300ns, optional: 1000ns and companies to provide descriptions for such scenarios
Rural: 300ns
Rural with long distance: 30ns

	UE velocity
	Urban: 3km/h 
Rural: 3km/h, FFS: 120km/h (optional 30km/h) for outdoor

	Number of antenna elements for BS
	-	Urban: 192 antenna elements for 4GHz and 2.6GHz, 
(M,N,P,Mg,Ng) = (12,8,2,1,1)
(optional) 128 antenna elements for 4GHz, 
(M,N,P,Mg,Ng) = (8,8,2,1,1)
-	Rural: 64 antenna elements for 4GHz and 2.6GHz
(M,N,P,Mg,Ng) = (8,4,2,1,1)
32 antenna elements for 2GHz
(M,N,P,Mg,Ng) = (8,2,2,1,1)
-	Rural: 16 antenna elements for 700MHz
(M,N,P,Mg,Ng) = (4,2,2,1,1)

	Number of TxRUs for BS
	gNB architectures to study:
-	2 or 4 TXRUs for 2GHz, 700 MHz 
-	64TxRUs for 2.6 and 4 GHz. 
-	Optional: 32 TXRUs at 2 GHz
gNB modeling in LLS for TDL:
-	Option 1: 2 or 4 gNB RF chains in LLS. 
-	Option 2 (Optional): Number of gNB RF chains = number of TXRUs in LLS. 
-	Companies can report if and how correlation is modelled.


Note: The descriptions above does not change the agreements for coverage in the RAN1#110-bis.



A.5  Agreement for PEI overhead in RAN1#104b-e (only Behavior A listed)
Agreement:
Observation 1a:
For the evaluation and comparison of PEI candidate designs, the following observations for coexistence with legacy PDSCH are identified:
1. For coexistence with legacy PDSCH, semi-static resouce sharing by configuring RB-symbol-level or RE-level rate-matching patterns covering PEI REs is supported for all PEI candidate designs.
1. For coexistence with legacy PDSCH, dynamic resource sharing can be realized for all PEI candidates if PDSCH is scheduled by DCI format 1_1
1. For PDCCH based PEI, CORESET-level rate matching can be realized for the PDSCH as per mandatory capability  
1. For SSS-based PEI, CORESET-level rate matching may be realized for the PDSCH as per mandatory capability, depending on the design of SSS-based PEI and UE capability regarding number of supported CORESETs  
1. For TRS/CSI-RS based PEI, RE-level rate matching can be realized for the PDSCH as per mandatory capability
1. When PDSCH is not scheduled by DCI format 1_1, it is up to gNB implementation whether and how PEI is transmitted in PDSCH resource

Observation 2a:
For the evaluation and comparison of PEI candidate designs, the following summarize the identified configurations of PEI candidate designs, including pairs of the minimum required resource and maximum UE (sub)group indication capacity per PEI, that can comply with the mandatory performance metrics agreed in RAN1 #104-e:
· If Behv-A is assumed,
	Paging Setting
	PEI candidate design
	Physical-layer configuration and resource
	UE (sub)group indication capcity 
	Number of companies providing performance results

	PDSCH: MCS0, TB scaling 1.0
PDCCH: AL8, 41-bit payload
	PDCCH-based PEI
	AL4 PDCCH with 12-bit payload, occupying 288 REs
	12 bits
	5 
(HW/HiSi, OPPO, ZTE, CATT, MTK)

	
	
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	7 
(Xiaomi, Intel, QC, Samsung, IDCC, Ericsson, vivo)

	
	
	AL8 PDCCH with 41-bit payload, occupies 576 REs
	41 bits
	1 (CATT) 

	
	SSS-based PEI
	1-symbol SSS, occupying 132 REs 
(11 RB x 1 symbol)
	3 bits
	1 (IDCC)

	
	
	2-symbol SSS, occupying 264 REs 
(11 RB x 2 symbols)
	1 bit
	6 
(HW/HiSi, vivo, ZTE, CATT, QC, Samsung)

	
	
	
	3 bits
	1 (IDCC)

	
	
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	≥ 8 bits
	1 (Intel)

	
	
	1-slot 28-RB TRS, occupying 168 REs (28 RB x 3 REs per RB x 2 symbols) 
	1 bit
	1 (HW/HiSi)

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (Samsung)

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	1 bit
	3 
(vivo, 
ZTE, Ericsson)

	
	
	
	6 bits
	1 (CATT) 

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	2 
(OPPO, QC)

	
	
	
	4 bits
	1 (MTK)

	 

	PDSCH: MCS0, TB scaling 0.5;
PDCCH: AL16, 41-bit payload
	PDCCH-based PEI
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	4 
(OPPO, ZTE, MTK, Intel)

	
	SSS-based PEI
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	3 bits
	1 (Intel)

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	8 bits
	1 (Intel)

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (OPPO)

	
	
	
	4 bits
	1 (MTK)



Observation 3a:
For the evaluation and comparison of PEI candidate designs, the following summarize average resource overheads per PO for PEI candidate designs, considering the configurations identified from performance observation.
· The average overhead results are based on PO settings without impact from UE sub-grouping indication within the PO.
· Note: For comparison purpose, single-beam transmission for PEI is assumed, and results with multi-beam transmission for PEI is scaled. This doesn’t preclude any beam-forming related design for PEI.
· If Behv-A is assumed:
	Paging Setting
	PEI candidate design
	Physical-layer configuration and resource
	UE (sub)group indication capacity 
	Number of companies providing performance results
	Average resource overhead per PO (REs)
	PO and PEI related assumptions
	Resource sharing assumption

	PDSCH: MCS0, TB scaling 1.0
PDCCH: AL8, 41-bit payload
	PDCCH-based PEI
	AL4 PDCCH with 12-bit payload, occupying 288 REs
	12 bits
	5 
(HW/HiSi, OPPO, ZTE, CATT, MTK)
	17.2
	OPPO
	1 PEI for up to 12 PO's
	 PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged 

	
	
	
	
	
	17.2
	ZTE
	1 PEI for up to 12 PO's
	

	
	
	
	
	
	17.6
	HW/HiSi
	1 PEI for up to 12 PO's
	

	
	
	
	
	
	21.8
	MTK
	1 PEI for up to 12 PO's; averaged all PO settings for 1.28-sec cycle
	

	
	
	
	
	
	28.8
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	288.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	7 
(Xiaomi, Intel, QC, Samsung, IDCC, Ericsson, vivo)
	49.5
	vivo
	1 PEI for 4 PO
	 PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged 

	
	
	
	
	
	57.6
	vivo
	1 PEI for 1 PO
	

	
	
	
	
	
	57.6
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	57.6
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	

	
	
	AL8 PDCCH with 41-bit payload, occupies 576 REs
	41 bits
	1 (CATT) 
	57.6
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	576.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	SSS-based PEI
	1-symbol SSS, occupying 132 REs 
(11 RB x 2 symbols)
	3 bits
	1 (IDCC)
	 
	 
	 
	 

	
	
	2-symbol SSS, occupying 264 REs 
(11 RB x 2 symbols)
	1 bit
	6 
(HW/HiSi, vivo, ZTE, CATT, QC, Samsung)
	25.4
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	25.4
	vivo
	1 PEI for 1 PO
	

	
	
	
	
	
	26.4
	ZTE
	1 PEI for 1 PO
	

	
	
	
	
	
	28.8
	CATT
	1 PEI for 1 PO
	

	
	
	
	
	
	28.8
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	254.0
	HW/HiSi
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	
	
	
	264.0
	ZTE
	1 PEI for 1 PO
	

	
	
	
	
	
	288.0
	QC
	1 PEI for 1 PO
	

	
	
	
	3 bits
	1 (IDCC)
	 
	 
	 
	 

	
	
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)
	34.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	437.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle; RB-symbol rate-matching pattern period up to 40 ms
	Semi-static rate-matching in PDSCH

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	≥ 8 bits
	1 (Intel)
	14.4
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 28-RB TRS, occupying 168 REs (28 RB x 3 REs per RB x 2 symbols) 
	1 bit
	1 (HW/HiSi)
	123.4
	HW/HiSi
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	168.0
	HW/HiSi
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (Samsung)
	21.6
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	Dynamic rate-matching in PDSCH

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	1 bit
	3 
(vivo, 
ZTE, Ericsson)
	28.8
	vivo
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	28.8
	ZTE
	1 PEI for 1 PO
	

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	6 bits
	1 (CATT) 
	28.8
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	288.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	2
 (OPPO, QC)
	30.0
	OPPO
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	30.0
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	300.0
	QC
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	
	4 bits
	1 (MTK)
	26.0
	MTK
	1 PEI for up to 4 PO's
	Dynamic rate-matching in PDSCH

	 

	PDSCH: MCS0, TB scaling 0.5;
PDCCH: AL16, 41-bit payload
	PDCCH-based PEI
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	4 
(OPPO, ZTE, MTK, Intel)
	34.4
	OPPO
	1 PEI for up to 12 PO's
	PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged

	
	
	
	
	
	43.6
	MTK
	1 PEI for up to 12 PO's; averaged all PO settings for 1.28-sec cycle
	

	
	
	
	
	
	57.6
	Intel
	1 PEI for 1 PO
	PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged

	
	SSS-based PEI
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)
	34.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	437.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle; RB-symbol rate-matching pattern period up to 40 ms
	Semi-static rate-matching in PDSCH

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	3 bits 
	1 (Intel)
	14.4
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	8 bits
	1 (Intel)
	21.6
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (OPPO)
	30.0
	OPPO
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	4 bits
	1 (MTK)
	26.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH



A.6  UE processing timeline for baseline scheme
The following table shows UE processing timeline and power consumption, when PEI indicates not to monitor PO.
Table 6: UE processing timeline and power consumption, when PEI indicates not to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	SSB proc.
	AGC, coarse synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	16
	20 * 16 + 100

	PEI
	Early indicate not to monitor PO
	2
	50 * 2 = 100

	Deep sleep
	Power saving
	x
	1 * x + 450

	Total
	1280
	2350


The following table shows UE processing timeline and power consumption, when PEI indicates paging message. We assume time gap between PEI and the associated PO is well configured which can accommodate two SSB bursts.
Table 7: UE processing timeline and power consumption, when PEI indicates to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	SSB proc.
	AGC, coarse synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	16
	20 * 16 + 100

	PEI
	Early indicate to monitor PO
	2
	50 * 2

	SSB proc.
	Coarse/fine synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	18
	20 * 18 + 100

	SSB proc.
	Fine synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	14
	20 * 14 + 100

	PDCCH+PDSCH
	Paging control proc. and data proc.
	4
	120 * 4

	Deep sleep
	Power saving
	x
	1 * x+450

	Total
	1280
	3870



A.7  UE processing timeline for LP-WUS scheme
We assume the location of the LP-WUS is the same as that of PEI.
The following table shows UE processing timeline and power consumption, when the LP-WUS indicates not to monitor PO (if the whole UE-ID is contained in the LP-WUS, it means “UE is not paged”). 
Table 8: UE processing timeline and power consumption, when the LP-WUS indicates not to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	LP-WUR off
	Power saving
	10 + 5
	0.001 * 15 + (0.1-0.001)*5

	LP-WUR on
	Indicate MR not to monitor PO
	2
	0.1 * 2

	LP-WUR off
	Power saving
	
	0.001 * 1263

	Total for LP-WUR
	1280
	~1.5

	Ultra deep sleep
	Power saving
	1280
	0.015 * 1280

	Total for main radio
	1280
	19.2


The following table shows UE processing timeline and power consumption, when the LP-WUS indicates to monitor PO (if the whole UE-ID is contained in the LP-WUS, it means “UE is paged”).
Table 9: UE processing timeline and power consumption, when the LP-WUS indicates to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	LP-WUR off
	Power saving
	10 + 5
	0.001 * 15 + (0.1-0.001)*5

	LP-WUR on
	Indicate NR to monitor PO
	2
	0.1 * 2

	LP-WUR off
	Power saving
	1263
	0.001 * 1263

	Total for LP-WUR
	1280
	~1.5

	Ultra deep sleep
	Power saving
	10 + 5
	0.015 * (10 + 5)

	Ramp-up/down
	The main radio is ramp-up/down
	400
	15000

	SSB proc. within 8 SSB periodicities
	The main radio is sync/re-sync
	2 * 8
	50 * 2 * 8

	Light sleep within 8 SSB periodicities
	Power saving
	18 * 8
	(20 * 18 + 100) * 8

	SSB proc. within 1 SSB periodicity
	The main radio is sync/re-sync
	2
	50 * 2

	Light sleep within 1 SSB periodicity
	Power saving
	8
	20 * 8 + 100

	PDCCH+PDSCH
	Paging control proc. and data proc.
	4
	120 * 4 = 480

	Light sleep
	Power saving
	6
	20 * 6 + 100

	Ultra deep sleep
	Power saving
	x
	0.015*x

	Total for MR
	1280
	19730.5
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