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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. The objective of the study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact, and set up a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in future projects.
In this paper, we would share our opinions on the general aspects of AI/ML framework.

Discussion
Functional Framework of AI/ML
TR37.817 also provides one functional framework for AI/ML in RAN level, illustrated in below Figure 1. 


Figure 1. Functional Framework for RAN Intelligence
The detailed explanations of all terminologies in the framework or Fig.1 can be found in TR37.817 [2]. Given there are new terminologies introduced in RAN1, e.g., model monitoring, model/functionality identification and no Actor, we prefer to update the functional framework as below for air interface AI/ML.
[image: ]
Figure 2. Functional Framework for AI/ML enabled air interface
[bookmark: OLE_LINK2]Proposal 1: The general framework of Figure 2 can be considered as the AI functional framework for the air interface.

Lifecycle management of AI/ML model
The lifecycle of AI/ML model typically includes these stages of model training, model validation, model test, model deployment, model inference, model monitoring, and model activation/deactivation/switch/ update/fallback. In general, model generation includes model training, model validation, and model test. Next, we would provide our views on these stages of AI/ML model.
· Model training
During previous meetings, we discussed about the training type for one-sided model and two-sided model. The majority think that the part related to two-sided model can be left to AI CSI use case to discuss. Although we think it can be discussed in AI9.2.1 to provide general guidance for two-sided model other than CSI spatial-frequency compression use case, we are fine to discuss one-sided model firstly in AI9.2.1.
Generally, for one-sided model, there are two training types to be considered. One type refers that both training and inference take place at the same node, while for another type training operation and inference operation are at different nodes. Thus, we have the following proposal for one-sided model training:
Proposal 2: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
In the following, the potential specification, pros and cons of the above two training types would be provided from our side.
Type 0:
For type 0, training and reference take place at the same node. It only applies for one-sided model. 
· Potential spec impact:
· The signaling and/or procedures for training dataset exchange if required.
· Pros:
· Match with UE’s or NW’s hardware;
· AI/ML model proprietary can be kept.
· Cons
· 	Large overhead due to training dataset exchange if required.
Type 1:
For type 1, AI/ML model can be trained at UE side or gNB side, which applies for both one-sided model and two-sided model. For two-sided model, only part of model would be transferred to another side different from training side while all parts of model is needed to be delivered to another side for one-sided model.
· Potential spec impact:
· AI/ML model transfer
· Model representation format (MRF) is needed to be defined in 3GPP to enable private implementation among different sides. From the perspective of specification, the procedure of AI/ML model transfer and the signaling about MRF of one model may be needed.
· Pros:
· If the model is trained at UE side,
· It can match with UE’s hardware.
· If the model is trained at NW side,
· The model can match with gNB’s hardware;
· Optimized loss function can be considered for MU-MIMO, CJT, NCJT, etc.
· Cons
· 	If the model is trained at UE side,
· Multiple models are needed to be stored/maintained/executed by NW, to receive from multiple UEs;
· Loss function may be not optimized for MU-MIMO, CJT, NCJT, and so on. It may not match with NW implementation.
· If the model is trained at NW side,
· Multiple models may be needed to be stored/maintained/executed by UE if different NW has different AI/ML model;
· UE may not support the AI/ML model delivered by gNB, since gNB has the stronger processing capability. In addition, if the AI/ML model not well matching with UE’s implementation, it would result in low efficiency and high power consumption.
[bookmark: OLE_LINK1]Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 0.
Based on the above, we have the following proposal:
Proposal 3: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
For online training of AI/ML model, additional complexity is needed, e.g., a large amount of data needed to be stored and tackled. It can not be born at UE side, e.g, for smartphone. Thus, we suggest to focus on offline AI/ML model training at the first stage. Online training for advanced UE, e.g., laptop, can be considered in future. In addition, both RAN2 and RAN4 have deprioritized online training.
Proposal 4: Offline AI/ML model training is the first priority.

· Model identification
After extensive discussion, we have the following working assumption [3].
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 


Since collaboration level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement collaboration between network and UE, we focus on level y and level z where there is signaling/procedure related to AI/ML operation. Model/functionality identification can be applicable only for collaboration level y and level z. 
For UE-sided model, and two-sided model, in our understanding, it is necessary to do model/functionality identification, to make NW well understand UE’s capability. For example, if gNB can be aware that UE is capable of beam prediction in spatial domain, RS overhead reduction can be achieved. For NW-sided model, we have not seen clear motivation to do model registration since the management of AI/ML model can be up to NW’s implementation.
Observation 3: At least for UE-sided model and two-sided model, model/funtionality identification is necessary, and both can be considered. 
Other than model ID, the following information also can be considered to facilitate model identification for effective AI/ML model management at gNB side:
· Model function
· If gNB doesn’t know the function of AI/ML model, it is impossible for gNB to manage AI/ML model. Model function should be one of basic components of AI/ML model registration.
· Model applicable condition
· It can be discussed case by case. For example, when only one large model is supported by UE for CSI predication, there seems no necessary to register the applied condition. When a family of AI/ML model are supported for the same function, each AI/ML model is applicable for different scenarios, e.g., Dense urban, Urban, Rural. It can help NW effectively management AI/ML model if the model applied condition also included. For how to denote the scenario/applicable conditions, enumeration method can be considered.
· Model complexity
· Generally, the model complexity can be considered. For example, if UE supports multiple AI/ML models for different configurations, it doesn’t mean that UE must support them simultaneously. How to define/reflect the complexity in model registration can be further discussed.
· Model input
· It can be optionally considered, depending on specific use case. For example, for CSI prediction, the input totally can be up to UE’s implementation. However, for CSI compression and recovery sub use case, the input for CSI generation part may be needed to match with the output of CSI recovery part at gNB side.
· Model output
· Like model input, it can be optionally considered, depending on specific use case. For example, for CSI prediction, the AI/ML output can be up to UE’s implementation, e.g, the output can be predicted channel, or predicted PMI. However, for CSI compression and recovery sub use case, the output for CSI generation part may be needed to match with the input of CSI recovery part at gNB side.
Similar to model identification, applicable condition, complexity, input and output of AI/ML module also should be considered for functionality identification. However, whether and how to reflect them into specification can be further discussed.
For the inference latency, in our understanding, the latency for all AI/ML models should not be beyond the current computation latency requirement. As for real inference latency, it can be up to device’s implementation. Thus, there is no need to identify the inference latency for this model.
Proposal 5: For AI/ML model/functionality identification, model ID (for model identification), model function, model applicable condition, model input, and model output can be considered to be included into capability information.
In previous meetings [4, 5], regarding functionality identification and model identification, we have the following agreements:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


For functionality identification, in light of the pre-meeting unofficial discussion, the majority view is that functionality identification reflects conditions indicated by UE capability, and it does not yet reflect NW’s interest. Functionality may refer to a specific configuration of the Feature/FG or a set of configurations of the Feature/FG that are activated together as a group. 
For the UE capability signalling, functionality can refer to an AI/ML-enabled Feature/FG, and the supported components of the FG or FGs of one Feature can be the applicable condition, and/or input format of AI/ML model, and/or output format of AI/ML model, and/or the complexity of AI/ML model and so on. For UE-sided model, there could be more than one physical AI/ML model for one component or one UE feature or one FG (i.e., one functionality). However, this information can be transparent to NW, and it can be up to UE’s implementation. For two-sided model, it seems model pairing ID is needed to be included into UE capability, to achieve the alignment between NW and UE. However, it can be offline coordination among vendors. 
Proposal 6: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.
Regarding how to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities, in our mind, gNB could realize it by RRC signaling or MAC signalling or DCI. For example, if gNB configure one periodic CSI reporting associated with AI/ML operation by RRC singling, it means the related AI/ML functionality is activated. Deactivation/switching can be achieved by RRC reconfiguration. For fallback, it may be realized dynamically if we set some rules, e.g., if UE finds it does not have enough computation capability for AI/ML operation, it can fallback to legacy CSI calculation autonomously.
Proposal 7: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.
For model identification, network can be aware of AI/ML model identities and operations. The model identities and operations refer to logical models (as opposed to physical models). UE may have transparent physical model operations under one logical model identified by an ID. Network may activate/deactivate/select/switch individual logic AI/ML models via model ID. One model ID can identify one specific applied scenario or configuration.
If offline coordination among vendors is assumed, it is possible to only report model ID by UE. The model can be assigned with a global ID if following RAN2’s agreement. The model description information (e.g., applicable conditions of the model) about UE-side/part model being identified is provided during offline coordination and associated with one model ID. If offline coordination is not assumed, other than model ID, the model description information (e.g., applicable conditions of the model) about UE-side/part model should be along with UE capability reporting.
For UE-sided model, offline coordination among vendors can be not needed. UE can report one model ID along with other model description information, and the model ID can be local. Then gNB can allocate one global or local model ID. Sequentially, network/UE may activate/deactivate/select/switch individual AI/ML models via the allocated model ID. For two-sided model, considering model pairing issue and proprietary issue, offline coordination or model transfer is preferred. Then mode identification and LCM procedure can be implemented by model ID, and the model can be allocated with one global ID by NW.
Proposal 8: For model identification, 
· Regarding UE-sided model, model description along with (local) model ID can be reported by UE, and then global or local model ID can be allocated by NW;
· Regarding UE part of two-sided model, model ID is reported by UE with the assumption that offline coordination and/or model transfer are considered.
Based on the above, for model identification, model description including applicable conditions and so on is also associated with one model ID. Thus, in some degree, the capability reporting for model identification can be taken as one component of the capability reporting for functionality identification. However, model identification and functionality identification also can be decoupled, and it is not mandated to be cross-related.
Proposal 9: Capability reporting for Model identification can be considered to correspond to one subset of capability reporting for functionality identification.
In RAN1#112b-e meeting [5], we have the following agreement on 
	Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


During the pre-meeting unofficial discussion, regarding applicable functionalities, FL provides two alts:
· Alt 1
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
· Alt 2
· Applicable functionalities are reported from UE as a subset of identified functionalities.
· Configurable functionality is synonymous to applicable functionality.
· Configured functionalities are determined by NW as a subset of applicable functionalities.
· NW activates one functionality out of configured functionalities.
The key differences lies in that applicable functionalities are based on identified functionality or configurable functionality. In our understanding, applicable functionalities should be based on identified functionality, since it is related to UE capability, not NW configuration. UE does not totally know the interest of NW.
Proposal 10: Applicable functionalities are reported from UE as a subset of identified functionalities.
UE capability to support AIML functionality/model may be dynamic, which is different from legacy capability. The reasons lies in that the available computation capability and available battery capacity are changing over time and it may heavily affect whether AI/ML model can work normally. For example, though the model itself is designed for high performance but it requires high computation resources that UE cannot afford at the time. In this case, it cannot work well or even cannot work at UE-side. Such AIML model should be deactivated because they cannot be used for model inference.
Proposal 11: Dynamic UE capability update on applicable functionality(es) should be considered.

· AI/ML model selection/activation/deactivation/switching
In RAN1#110b-e [6], after discussion, we have the following agreement for UE sided models and two-sided models. 
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


In general, the decision on model selection/activation/deactivation/switching can be based on model monitoring performance decided by the Network or the UE, e.g., inference accuracy, system performance, data distribution, applicable condition and so on. For decision by the UE, other factors such power consumption, the availability of computation resource, also can be considered.
For network sided models, network also could do the decision based on the monitoring performance. Since the network is generally responsible for the system performance and it is the experiencer, the decision by network seems to be enough. Especially, if UE doesn’t be aware of AI/ML operation at network side, all of  AI/ML operations can be up to network’ s implementation.
Proposal 12: For network sided model, the following mechanisms can be further studied for model selection, activation, deactivation, switching, and fallback for network sided models:
· Decision by the network 
· Network-initiated

Conclusion 
In this contribution, we provide our opinions on general aspects of AI/ML:

Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 0.
Observation 3: At least for UE-sided model and two-sided model, model/funtionality identification is necessary, and both can be considered. 

Proposal 1: The general framework of Figure 2 can be considered as the AI functional framework for the air interface.
Proposal 2: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
Proposal 3: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
Proposal 4: Offline AI/ML model training is the first priority.
Proposal 5: For AI/ML model/functionality identification, model ID (for model identification), model function, model applicable condition, model input, and model output can be considered to be included into capability information.
Proposal 6: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.
Proposal 7: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.
Proposal 8: For model identification, 
· Regarding UE-sided model, model description along with (local) model ID can be reported by UE, and then global or local model ID can be allocated by NW;
· Regarding UE part of two-sided model, model ID is reported by UE with the assumption that offline coordination and/or model transfer are considered.
Proposal 9: Capability reporting for Model identification can be considered to correspond to one subset of capability reporting for functionality identification.
Proposal 10: Applicable functionalities are reported from UE as a subset of identified functionalities.
Proposal 11: Dynamic UE capability update on applicable functionality(es) should be considered.
Proposal 12: For network sided model, the following mechanisms can be further studied for model selection, activation, deactivation, switching, and fallback for network sided models:
· Decision by the network 
· [bookmark: _GoBack]Network-initiated
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