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[bookmark: _Ref111130008]1	Introduction
In [1], the Rel-18 work item for NR MIMO evolution was agreed. The following two objectives of the work item concern CSI enhancements:  
1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
0. [bookmark: _Hlk101857356]Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
0. UE reporting of time-domain channel properties measured via CSI-RS for tracking
…
4. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
0. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off
0. SRS enhancement to manage inter-TRP cross-SRS interference targeting TDD CJT via SRS capacity enhancement and/or interference randomization, with the constraints that 1) without consuming additional resources for SRS; 2) reuse existing SRS comb structure; 3) without new SRS root sequences
0. Note: the maximum number of CSI-RS ports per resource remains the same as in Rel-17, i.e. 32




In this contribution, we discuss our views on TRS based TDCP reporting, CSI enhancement for high/ medium UE velocities, and CSI enhancement for coherent JT.




[bookmark: _Ref178064866]2	TRS-based time-domain channel property reporting 
At RAN1#112, the following agreements were made.
	Agreement
For aiding gNB determination of codebook switching and SRS periodicity with the Rel-18 TRS -based TDCP reporting, support reporting quantized wideband normalized amplitude/phase of the time-domain correlation profile with Y≥1 delay(s) as follows:
· Basic feature: Y=1 with delay≤ Dbasic symbols, only wideband quantized normalized amplitude is reported
· FFS: Candidate values for delay
· Optional feature: Y=1 with delay>Dbasic symbols and Y≥1, wideband quantized normalized amplitude and phase for each delay are reported 
· For Y>1, the phase can be configured to be absent for all the Y delays
· TBD: Whether the value of Y is configurable or following the delays from the configured TRS resource
· TBD: Candidate value(s) for Y>1
· FFS: Value of Dbasic
Agreement
For the Rel-18 TRS-based TDCP reporting, the priority of the CSI report(s) associated with TDCP reporting is down-selected from the following alternatives:
· Alt1. Lower than other CSI reports 
· Alt2. Same as CSI report(s) not carrying L1-RSRP or L1-SINR
· Alt3. Higher than other CSI reports
· Other alternatives are not precluded 
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y for Y>1, down-select from the following alternatives:
· Alt1. The value of Y is gNB-configured via higher-layer (RRC) signalling
· Alt2. The value of Y follows the delays from the configured TRS resource
· Alt3. The value of Y is UE-selected and reported 
The value of Y is a UE capability

Agreement
For the Rel-18 TRS-based TDCP reporting, support multiplexing TDCP reporting with other UCI parameters on PUSCH following the legacy UCI multiplexing rule for AP-CSI
Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, by RAN1#112bis-e, decide between the following alternatives:
· Alt1. Fully reuse legacy TRS 
· Alt2. Study enhancements on TRS (e.g. periodicities)
Note. If there is no consensus on Alt2, Alt1 is the default outcome




In the subsections below we address the remaining open issues.
2.1 Largest delay, Dbasic, for basic TDCP feature
The TRS used for TDCP can be configured in many different ways.
One alternative is to configure the TRS so that the TRS resource elements collide with PDSCH resource elements in other cells. In this case the SINR will be the same for the TRS as for PDSCH. 
Another alternative commonly used in real networks, is to configure the TRS so that the TRS resource elements collide with the TRS resource elements in other cells. In this case the SINR will not be the same for data (PDSCH). In fact the SINR of the TRS can be very low even if the SINR of PDSCH is high.
Below we investigate TDCP based switching between CSI type-I and CSI type-II for these two scenarios.
For the scenario where TRS is colliding with PDSCH we see that a 6 symbol delay is needed for low SNR while a 3 symbol delay is sufficient for medium and high SNR.
[bookmark: _Hlk131606556]For the scenario where TRS is colliding with TRS we see that a 10 symbol delay is needed in order to beat noise. Preferably, we would therefore like to have Dbasic=140symbols (i.e. 10 slots). However, we are ready to listen also to what chipset and UE manufacturers have to say on UE complexity.
[bookmark: _Toc131752301]Support Dbasic=140symbols (i.e. 10 slots).
2.1.1 TRS colliding with PDSCH
[bookmark: _Hlk130362238]In this scenario the SINR of the TRS is the same as the SINR of the PDSCH.
In Figure 1 to Figure 4 we show the performance of for CSI type I/type II switching based on the channel correlation for correlation delays of 1, 2, 3, 4, 5 and 6 slots, for different SNR. Generally at all SNRs we see that 1 slot and 2 slot delay result in bad switching performance.
At medium SNR (Figure 2) and high SNR (Figure 1) we see that the performance for 3 to 6 slot delay is similar.
At low SNR (Figure 3 and Figure 4) we see that 6 slots, or equivalently 6*14=84 symbols, gives the best performance.
[bookmark: _Toc131752288]For case with TRS colliding with PDSCH, a delay of 84 symbols gives the best performance at low SNRs.
[bookmark: _Toc131752289]For case with TRS colliding with PDSCH, a delay of 36 symbols gives good performance at medium to high SNRs.
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[bookmark: _Ref129940502]Figure 1 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 22dB SNR.
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[bookmark: _Ref129940756]Figure 2 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 10dB SNR.
[image: ]
[bookmark: _Ref129940908]Figure 3 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 2dB SNR.
[image: ]
[bookmark: _Ref129940512]Figure 4 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 2dB SNR, zoomed in at low UE speeds
2.1.2 TRS colliding with TRS
In this scenario the SINR of the TRS isn’t the same as the SINR of the PDSCH. In fact, since the TRS is transmitted continuously, the TRS SINR is independent of the PDSCH SINR. The TRS SINR depends on the location in the cell but not on the load of the cells. Along a cell border towards a neighbour cell the TRS’s from the two cells have the same strength and the TRS SINR is ~0dB. In a cell corner there can be four equally strong TRSs from four different cells/sectors, resulting in a SINR as low as -6dB.
In the figures below we show the switching performance for a PDSCH SNR of 10dB and a TRS SNR of 2dB (Figure 5), -2dB (Figure 6) and -6dB (Figure 7) for different correlation delays. We note that for a TRS SNR of 2dB a correlation delay of 5slots is needed to get good switching performance, while 10 slots is needed to get good switching performance at a TRS SNR of -2dB as well as at -6dB.
[bookmark: _Toc131752290]For case with TRS colliding with TRS, a delay of 140 symbols is needed for good switching performance.
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[bookmark: _Ref130363043]Figure 5 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and 2dB TRS SNR.
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[bookmark: _Ref130363045]Figure 6 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and -2dB TRS SNR.
[image: ]
[bookmark: _Ref130363048]Figure 7 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and -6dB TRS SNR.

2.2 TDCP reporting quantization
At RAN1#112, some companies proposed to reuse the quantization structure from the enhanced type II codebook, i.e. the structure of   and in table 5.2.2.2.5-2 and table 5.2.2.2.5-3 in TS 38.214. The quantization levels of   and  can be expressed as
[bookmark: _Hlk131502389] , for  
where  is the number of bits of the quantization scheme. For  we have ,  and , while for For  we have ,  and . For the time correlation measure we need the quantization levels to get closer to each other when they get close to one, thus in the offline email discussion prior to RAN1#112bis-e, the proposal was to use quantization levels
, for  
for some suitable values of Q, N and s. 
By defining  we can reformulate this as
,   for  
Thus, we see that s gives the levels  to choose from, while N is used to select any  consecutive levels. The parameter s gives the levels and their granularity while Q and N give the range of levels to use. In the subsections below we investigate, how to select the appropriate granularity (s) and the appropriate range of values (Q, N).
2.2.1 Quantization granularity (parameter s)
In the subsections below we will evaluate granularity in three different ways, based on (1) throughput, (2) threshold sensitivity and (3) accuracy of the time correlation estimate.
The first two evaluations are based on the CSI Type I – Type II switching use case. These two evaluations indicate that s=1/2 is sufficient for this use case.
The third evaluation is based on the accuracy of the time correlation estimate and is thus use case independent.  It indicates that a finer granularity might benefit other use cases. To be on the safe side one could therefore go for s=1/3 or s=1/4. This would ensure that the performance degradation due to quantization is smaller than the performance degradation due to the limited accuracy of the correlation estimate, even at high SNR.
Obviously, a finer granularity, i.e. a lower s, requires a larger number of quantization levels to cover the same range of correlation values. In fact, the number of levels needed to cover a certain range of correlation values is inversely proportional to s.
A quantization scheme based on s=1/4, thus requires twice as many quantization levels as a quantization scheme based on s=1/2 to cover the same range of correlation values. A doubling of the number of quantization levels requires one extra bit. A quantization scheme based on s=1/4, thus requires one more bit than a quantization scheme based on s=1/2 to cover the same range of correlation values. Similarly, a quantization scheme based on s=1/8, requires two more bits than a quantization scheme based on s=1/2 to cover the same range of correlation values.
Clearly, we need to balance the gains coming from a finer granularity with the increased number of bits required for the quantization scheme.
We are open to consider any of the values s=1/2, s=1/3 or s=1/4.
[bookmark: _Toc131752302]For TDCP amplitude quantization, consider values of s=1/2, s=1/3 and s=1/4 for further down selection. 
2.2.1.1 Throughput based evaluation of Quantization granularity (s)
The performance of a threshold based mode switching method depends only on the granularity parameter s as long as the range of quantization levels include at least one quantization level above the threshold and one quantization level below the threshold. In the simulations below we have selected the range (by adjusting Q, N) so that this is true.
One may note that if all quantization levels are on the same side of the threshold, then there will be no mode switching at all, and performance will be the same as for the single selected mode.
In the simulations in Figure 8 and Figure 9 we see the performance for the quantization schemes for s equal to ½, 1/3,  ¼ and 1/8 for a correlation delay of 5 slots and 3 slots. We see that higher granularity (i.e. smaller s) gives better performance but the difference is small, less than one percent in throughput

[image: ][image: ]
[bookmark: _Ref131505956]Figure 8 PDSCH throughput for switching between CSI Type I and CSI Type II mode based on the reported time correlation for a delay of 5 slots, for different quantization schemes with quantization levels  for , for different quantization granularities s. Note that throughput only depends on s as long as the range of quantization levels include at least one quantization level above the threshold and one quantization level below the threshold. This has been ensured.
[image: ][image: ]
[bookmark: _Ref131506418]Figure 9 PDSCH throughput for switching between CSI Type I and CSI Type II mode based on the reported time correlation for a delay of 3 slots, for different quantization schemes with quantization levels  for , for different quantization granularities s. Note that throughput only depends on s as long as the range of quantization levels include at least one quantization level above the threshold and one quantization level below the threshold. This has been ensured.
To draw conclusions on quantization schemes only from throughput curves for threshold-based mode switching is, however, questionable. A quantization scheme may perform well just by luck, depending on how the quantization level immediately below and immediately above the threshold are located relative to the threshold. In fact, if the threshold is exactly in the middle between these two levels, as illustrated in Figure 10, the performance of the quantization scheme will be identical to the performance without quantization. As a consequence, perfect performance can be achieved with just two levels in which case the single bit will say if the time correlation is above or below the threshold. 
[image: ]
[bookmark: _Ref131520072]Figure 10 Illustration of the quantization level immediately below and above the threshold used for mode switching. If D1=D2, mode switching based on the quantization scheme will perform as the ideal case without quantization. 
In reality this will, however, not work since we don’t know what thresholds will be used.
· The threshold may be different in reality from what has been simulated.
· The threshold depends on what time correlation delay is used. Different time correlation delays may be needed e.g. due to:
· Different TDD frame structures
· To avoid collisions with other reference signals
· The reported time correlation will be used for multiple use cases, requiring different thresholds (i.e. different switching points in terms of channel variability / UE velocity):
· Switching between CSI Type I and CSI Type II
· Switching between reciprocity based precoding and CSI based precoding
· Switching between different SRS periodicities
· Switching between different CSI RS and/or CSI reporting periodicities
· Switching between different number of additional DMRS symbols
In Figure 8 and Figure 9 above we evaluated the performance for two different correlation delays, making it unlikely that the performance is just due to luck. However, to really ensure that we select the correct granularity it’s useful to also evaluate granularity based on threshold sensitivity and the accuracy of the time correlation estimate as in the following two subsections. 
2.2.1.2 Threshold sensitivity based evaluation of Quantization granularity (s)
In Figure 11 we show how sensitive performance is to a change in the threshold. This can be used to understand what quantization granularity is needed since the granularity limits how accurately we can set the threshold.
[image: ][image: ]
[bookmark: _Ref131527326]Figure 11 Threshold sensitivity evaluation.
Since

we have

or equivalently

Thus, for  if we have one level

Then the next level is

This means that for  we can be sure to have at least one quantization level between 0.9816 and 0.987. Based on the sensitivity analysis in Figure 11 this means that the throughput loss would be at most 1Mbps or a quarter of a percent. Thus, we confirm that at least for the use case of CSI Type I - Type II switching, already the granularity  is sufficient.
2.2.1.2 Correlation estimation accuracy based evaluation of Quantization granularity (s) 
In the subsections above we only looked at a time correlation delay of 3 slots combined with a threshold of 0.992 and for a time correlation delay of 5 slots combined with a threshold of 0.984. We also limited ourselves to one single use case. One might therefore question if the granularity   is suitable also for other time correlation delays, thresholds and use cases. Here we address the quantization granularity issue in a use case independent way based on the achievable accuracy for the time correlation estimate. To make the quantization granularity much smaller than the accuracy of the time correlation estimate will clearly not give a gain for any use case, since the accuracy will then limit performance rather than the quantization granularity.
From Figure 12 we see that the quota of the standard deviation of the autocorrelation estimate to one minus the autocorrelation for high SNR, is roughly constant and roughly equal to 0.4. 
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[bookmark: _Ref131528533]Figure 12 The standard deviation of the channel autocorrelation estimate increase quadratically with the autocorrelation lag (see error bars in the upper left figure or the curve in the upper right figure). The autocorrelation itself decrease quadratically with the autocorrelation lag, starting from one at zero lag (see upper left figure). The quota of the standard deviation of the autocorrelation estimate to one minus the autocorrelation, thus remains roughly constant (see figure to the lower left).

Using the formulas for the quantization levels we find that 

i.e. the correlation quantization granularity divided by one minus the correlation is constant and equal to 
For   we get , i.e the granularity is of roughly the same size as the standard deviation of the correlation estimate. Thus, for   the quantization and the limited estimation accuracy at high SNR would contribute roughly equally to performance degradation. This may be acceptable, but to ensure that estimation accuracy is always limiting rather than quantization, one should select s a bit lower, e.g.  or  (see Table 1).

[bookmark: _Ref131532729]Table 1 The quota of the correlation quantization granularity to one minus the correlation for different values of s.
	s
	1/2
	1/3
	1/4
	1/8

	
	0,41
	0,26
	0,19
	0,09



2.2.2 Quantization range
Switching between CSI Type I and CSI type II will work as long as the threshold used is within the range of the quantization scheme. That means that it’s enough to include the level immediately below the threshold and the level immediately above the threshold. Adding more levels will not have any impact on performance. The requirements on the quantization range coming from a single use case is therefore extremely relaxed. In reality, however, we want to use the reported time correlation estimate for multiple purposes, e.g.
· Switching between CSI Type I and CSI Type II
· Switching between reciprocity based precoding and CSI based precoding
· Switching between different SRS periodicities
· Switching between different CSI RS and/or CSI reporting periodicities
· Switching between different number of additional DMRS symbols
Different use cases require the switching to occur at different levels of channel variability (i.e. for different UE speeds), requiring different threshold levels. Thus, we need to select the range so that it can be used for multiple use cases, most of which we haven’t simulated and maybe also some that we haven’t even thought of. That said we should of course learn as much as we can from the simulations we have performed for CSI Type I – Type II switching.
[bookmark: _Hlk131591190]For CSI Type I – Type II switching the threshold depends on what correlation delay we use, as shown in Table 2. For one slot correlation delay the threshold is 0.995.  For a threshold so close to one, noise starts to be a problem even for rather large SNR, as can be seen in Figure 13. One slot delay has the benefit of being intra-TRS-burst and  Figure 13 does show some gain compared to random mode switching. We therefore think that it would be good to support quantization levels up to at least 0.995. To support quantization levels above 0.995 may, however, not be of much use since performance can be expected to degrade due to noise. One may be able to suppress noise a bit more than we have done by filtering/averaging over multiple time correlation estimates which would then motivate a value even closer to one. We are, however, ok to set the upper limit of the quantization range to ~0.995. 
[bookmark: _Toc131752291]For TDCP amplitude, an upper limit of 0.995 for the quantization range needs to be considered.
We think this upper limit is suitable independently of which correlation delay we are using. Noise deterioration can be expected to occur around a correlation value of 0.995 independently of which correlation delay we use. At a larger correlation delay a threshold at 0.995 will correspond to switching at a lower UE speed, which may be useful for some other use case than CSI Type I – Type II switching, such as e.g. SRS or CSI-RS periodicity selection.
In section 2.1.2  we saw that for some scenarios a correlation delay of 10 slots is needed to get CSI Type I – Type II switching to work well. This corresponds to a threshold level of 0.95. From this we can see that the lower end of the quantization range needs to be below 0.95. To cater for other use cases we think, however, that the lower end of the quantization range should be considerably lower than that. Lacking studies of other use cases, it is a bit hard to say how low to go. To be on the safe side we could choose to go all the way down to zero. We are however open also to selecting some level below 0.95, say 0.8 or 0.9. 
[bookmark: _Ref131589294]Table 2 Correlation thresholds for CSI Type I – Type II switching for different correlation delays.
	Delay [nr of slots]
	1
	2
	3
	4
	5
	6
	8
	10

	Threshold
	0.995
	0.993
	0.992
	0.99
	0.984
	0.98
	0.97
	0.95




[image: ]
[bookmark: _Ref131589671]Figure 13 Performance of CSI Type I – Type II switching based on different correlation delays.

2.2.3 Quantization level tables
We study quantization schemes parametrized by of Q, N and s, on the form
,
for  .
By defining  we can write this as
,
for  .
Thus, we can view the levels


as a basic set of potential levels from which we can select a range

to be used in our quantization scheme. N gives the highest k value to include in the range and  gives the number of consecutive levels selected.
In Table 3 we tabulate the levels  that are used to construct different quantization schemes.
As an example s=1/3, N=25 and Q=4 results in the  levels marked with yellow in Table 3, ranging between  and .
One may note that for the quantization schemes   and  used for the enhanced type II codebook (table 5.2.2.2.5-2 and table 5.2.2.2.5-3 in TS 38.214), we have . When , the lowest quantization level is , corresponding to k=0.

[bookmark: _Ref131583556]Table 3 Table of potential quantization levels . By choosing appropriate values for the number of quantization bits Q and for the parameter N we can select any consecutive range of levels in the table. N gives the highest k value in the range, and  gives the number of consecutive levels. As an example s=1/3, N=25 and Q=4 () results in the levels marked with yellow.
	k
	s=1/2
	s=1/3
	s=1/4
	s=1/8
	
	k
	s=1/8

	31
	0.999978
	0.999225
	0.995355
	0.931843
	
	63
	0.995740

	30
	0.999969
	0.999023
	0.994476
	0.925675
	
	62
	0.995355

	29
	0.999957
	0.998770
	0.993430
	0.918948
	
	61
	0.994934

	28
	0.999939
	0.998450
	0.992188
	0.911612
	
	60
	0.994476

	27
	0.999914
	0.998047
	0.990709
	0.903612
	
	59
	0.993976

	26
	0.999878
	0.997539
	0.988951
	0.894888
	
	58
	0.993430

	25
	0.999827
	0.996900
	0.986861
	0.885374
	
	57
	0.992836

	24
	0.999756
	0.996094
	0.984375
	0.875000
	
	56
	0.992188

	23
	0.999655
	0.995078
	0.981419
	0.863687
	
	55
	0.991480

	22
	0.999512
	0.993799
	0.977903
	0.851349
	
	54
	0.990709

	21
	0.999309
	0.992188
	0.973722
	0.837895
	
	53
	0.989868

	20
	0.999023
	0.990157
	0.968750
	0.823223
	
	52
	0.988951

	19
	0.998619
	0.987598
	0.962837
	0.807224
	
	51
	0.987951

	18
	0.998047
	0.984375
	0.955806
	0.789776
	
	50
	0.986861

	17
	0.997238
	0.980314
	0.947444
	0.770749
	
	49
	0.985672

	16
	0.996094
	0.975197
	0.937500
	0.750000
	
	48
	0.984375

	15
	0.994476
	0.968750
	0.925675
	0.727373
	
	47
	0.982961

	14
	0.992188
	0.960627
	0.911612
	0.702698
	
	46
	0.981419

	13
	0.988951
	0.950394
	0.894888
	0.675790
	
	45
	0.979737

	12
	0.984375
	0.937500
	0.875000
	0.646447
	
	44
	0.977903

	11
	0.977903
	0.921255
	0.851349
	0.614447
	
	43
	0.975903

	10
	0.968750
	0.900787
	0.823223
	0.579552
	
	42
	0.973722

	9
	0.955806
	0.875000
	0.789776
	0.541498
	
	41
	0.971344

	8
	0.937500
	0.842510
	0.750000
	0.500000
	
	40
	0.968750

	7
	0.911612
	0.801575
	0.702698
	0.454746
	
	39
	0.965922

	6
	0.875000
	0.750000
	0.646447
	0.405396
	
	38
	0.962837

	5
	0.823223
	0.685020
	0.579552
	0.351580
	
	37
	0.959474

	4
	0.750000
	0.603150
	0.500000
	0.292893
	
	36
	0.955806

	3
	0.646447
	0.500000
	0.405396
	0.228895
	
	35
	0.951806

	2
	0.500000
	0.370039
	0.292893
	0.159104
	
	34
	0.947444

	1
	0.292893
	0.206299
	0.159104
	0.082996
	
	33
	0.942687

	0
	0.000000
	0.000000
	0.000000
	0.000000
	
	32
	0.937500



2.2.4 Example quantization schemes to consider for agreement
We think that the overhead of the TDCP report is very small especially since it’s not expected to be sent very frequently and that it’s better to use one or two extra bits in the quantization scheme in order to be future proof. If other companies insists we are, however, also prepared to discuss quantization schemes with smaller number of bits.
[bookmark: _Ref131605585]Table 4 A few potential quantization schemes that could be considered
	Scheme
	A
	B
	C
	C’
	D
	E

	Granularity s
	 1/4
	 1/3
	 1/2
	 1/2
	 1/4
	 1/3

	Number of bits Q
	5
	5
	4
	4
	4
	4

	Number of levels 
	32
	32
	16
	16
	16
	16

	Level offset N
	31
	31
	15
	16
	31
	25

	Highest level
	0.9954
	0.9992
	0.9945
	0.9961
	0.9954
	0.9969

	Lowest level
	0.0000
	0.0000
	0.0000
	0.2929
	0.9375
	0.9008



One very straight forward scheme to consider is
Scheme A: , , 
This is the  scheme used for amplitude quantization for the enhanced CSI codebook extended from 4 to 5 bits. It’s a safe and future proof scheme. It has a very fine granularity, better than what is needed for the Type I – Type II switching use case. The lowest level is zero. The highest level is 0.9954 which is exactly what we have seen to be needed for CSI Type I – Type II switching. Possibly, one might have preferred some more margin on the highest level. 
Another very similar 5bit scheme is
Scheme B: , , 
This scheme has a fine granularity, better than what is needed for the Type I – Type II switching use case but still slightly worse than scheme A. The lowest level is zero. The highest level is 0.9992 which gives quite some margin to what we have seen to be needed for the Type I – Type II switching use case. A very future proof scheme, that should work for any future use-case.
If we want to go down to 4 bits we have to cut down either on the range or the granularity. If we go for reduced granularity we can use the following scheme
Scheme C: , , 
The granularity  has been seen to work sufficiently well for the Type I – Type II switching use case. The lowest level is zero. The highest level is 0.9945 which is a bit low compared to what we have seen to be needed for CSI Type I – Type II switching but is still in the right ballpark. One could also consider to modify this scheme slightly by changing N from 15 to 16 (scheme C’ in Table 4) to get highest level 0.9961 and lowest level 0.29.
If we want to keep good granularity and instead cut the range we can instead use the scheme
Scheme D: , , 
The highest level is 0.9954 and the lowest level is 0.9375. The low level could potentially limit other use-cases.
Alternatively we can use the following  scheme
Scheme E: , , 
This has only slightly worse granularity than scheme D but has a better range from 0.9008 to 0.9969 which reduce the risk of limiting new use cases.
Our preference is to go for one of the futureproof 5bit schemes, but we are ready to discuss also 4bit schemes.
[bookmark: _Toc131752303]For TDCP amplitude quantization, downselect between the following two s, Q, and N combinations:
· [bookmark: _Toc131752304], , 
· [bookmark: _Toc131752305], , 
One could also consider a gNB configurable quantization scheme, by allowing the gNB to configure one or more of the parameters N, q and s. However, we think this is far too complicated. It’s then better to use one or two extra bits to have a simple future proof scheme which doesn’t require configuration. The TDCP report will not be sent very frequently, so 5bits isn’t much. The small gain in signalling overhead can’t motivate the complexity and spec impact of gNB configuration. 

2.3 Reporting of the phase of the correlation function
The phase of the channel correlation in time depends on the reference frequency (i.e. the down spreading frequency) used by the UE. A change  of the reference frequency results in a phase rotation with  of the correlation function, i.e.

It’s therefore necessary to define what reference frequency the UE should use in order for the measurement to be well defined.
The normal solution is to use the average frequency of the receive signal as the reference frequency, i.e. the UE selects the reference frequency as the first moment of the Doppler power spectrum

Since the first derivative of the correlation function is proportional to the first moment of the Doppler power spectrum

the UE can perform frequency compensation based on the phase of the correlation function for small delays. After frequency compensation the first derivative of the correlation function is equal to zero. This doesn’t mean that the phase of the correlation function is identically equal to zero for all delays. Higher odd derivatives of the correlation function at zero lag are imaginary and can be non-zero.
We propose that the phase of the correlation function is defined based on using the average receive frequency as reference frequency.
[bookmark: _Toc131752306]The average receive frequency is used as reference frequency in order to define the phase of the correlation function.
We note that to use the intrinsic frequency of the UE oscillator would not work because of much too large frequency errors both on the UE and on the gNB side.
The errors of the frequency of the UE oscillator have multiple sources
· Temperature variations 
· Aging
· Manufacturing imperfections

Each of these error sources is in itself sufficient to make estimation of absolute Doppler shifts impossible. Let’s consider the temperature variations. They are at the very least 5ppm. For a 3.5GHz carrier, this corresponds to 5ppm*3.5GHz=17000Hz. This may be compared with the maximum Dopplershift of a UE with speed 10km/h which is 10/3.6/(3*10^8)*3.5*10^9 = 32.4Hz. Using the intrinsic frequency of the UE oscillator as reference frequency would make the measurement of the the phase of the correlation function useless.
The measurement would also be impacted by the frequency errors of the Base Station (BS). The BS oscillators are much better than the UE oscillators, with requirements given in Table 6.5.1.2-1 in TS 38.104. The maximum wide area BS frequency error at 3.5GHz carrier frequency is 0.05ppm*3.5GHz =175Hz. We note that even the BS frequency error is big enough to make measurements of the phase of the correlation function useless.

[image: ]

2.4 TRS burst configuration

In current NR specifications, the minimum supported periodicity of TRS is 10ms.  However, for TDCP measurements, autocorrelation may need to be computed for delay values much smaller than 10ms (e.g., for the simulations presented in our paper, we used delay value of 5 slots between first TRS burst and 2nd TRS burst).  One option is to reduce the periodicity of TRS to a value much smaller than 10ms.  This will increase the TRS overhead and is not a suitable solution as TDCP measurements may not be triggered very frequently.  
For the purpose of TDCP measurement, it may be sufficient to support a TRS configuration similar to what is illustrated in Figure 14.  In the figure, the first TRS burst (denoted as TRS 1) has a shorter periodicity than the second TRS burst (denoted as TRS 2).  As TRS reporting is infrequent compared to CSI reporting, the gNB can trigger a TRS report around the slots where both TRS1 and TRS2 are available.  With regards to how to configure TRS1 and TRS2, one possibility is to configure these as different resources within a single CSI-RS resource set.  Such configuration details can be discussed later once the reporting quantity for TDCP reporting is agreed.

[image: ]
[bookmark: _Ref127487842]Figure 14.  Example configuration of two TRS bursts for TDCP measurements (first TRS burst is denoted as TRS1, and second TRS burst is denoted as TRS2).


2.5 Averaging over time to improve performance for low bandwidths or low correlation delays
For 100MHz bandwidth, we have seen above that averaging over subcarriers is sufficient to estimate the time correlation as long as the time correlation delay is sufficiently large. For smaller bandwidths or for small time correlation delays averaging over subcarriers can be complemented by averaging over time, i.e. over multiple measurement occasions. In Figure 15  , we show the performance of time correlation based switching between CSI Type I and CSI type II for 20MHz bandwidth without averaging over time and with averaging over ten consecutive measurement occasions. In Figure 15  ,we show the performance of time correlation based switching between CSI Type I and CSI type II for 100MHz bandwidth for small correlation delays, without averaging over time and with averaging over ten consecutive measurement occasions. In both cases we see that there is a significant improvement in performance when averaging over time is done. We therefore propose that averaging/filtering of the time correlation measurement over multiple measurement occasions is supported. 
[bookmark: _Toc131752307]Support UE averaging/filtering of the time correlation measurement over multiple measurement occasions in time.
[image: ]
[bookmark: _Ref127365442]Figure 15  10Impact of time averaging on the performance of time correlation based switching between CSI Type I and CSI type II for 20MHz bandwidth
[bookmark: _Toc111218149][bookmark: _Toc111219836][image: ]
[bookmark: _Ref131687896]Figure 16 Impact of time averaging on the performance of time correlation based switching between CSI Type I and CSI type II for 100MHz bandwidth for small correlation delays.
[bookmark: _Ref189046994][bookmark: _Hlk102135948] 3	Type II codebook refinement for high/medium UE velocities

[bookmark: _Toc118701001][bookmark: _Toc118701120][bookmark: _Toc127375324][bookmark: _Toc127432254][bookmark: _Toc127438759][bookmark: _Toc127491407]3.1 Results with agreed parameter values
The parameter values that have been agreed for the Type II codebook with refinement for mobility are listed below:
Number of  matrices or length of DFT vector,  = {1,2,4}
Number of AP-CSI-RS resources for CMR,  = {4,8,12}
Offset, in number of slots, between consecutive AP-CSI-RS resources for CMR,  = {1,2}
Duration, in number of slots, associated with each of the   matrices


Number of selected Doppler basis, 
Number of CQIs, 
Delay parameter 
The number of spatial beams , the number of selected FD basis for layer  denoted by , the number of PMI sub-bands , and the number of PMI-subbands per CQI-subband  are inherited from the Rel-16 type-II design.
We performed system level simulations to evaluate the performance for different combinations of the agreed parameters . We show our system level simulation results for 30 km/h UE velocity using 16 TX ports and 2 RX for varying  at 50% and 70% resource utilization (RU). Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 
Figure 17 shows throughput gains against mean CSI overhead relative to Rel-16 Type-II with a reporting periodicity of 5 slots. For the refined codebook, the CSI report periodicity = (i.e., same periodicity as prediction window length which is a reasonable assumption for P/SP-CSI-RS). An autoregressive (AR) channel prediction method is used for practical channel prediction. Note that  and  are not specified for the ideal channel predictor (IP) as it has ideal channel knowledge regardless of CSI-RS burst configuration.
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[bookmark: _Ref127478399]Figure 17: Mean and cell-edge user throughput gains of the refined codebook against mean csi feedback overhead relative to Rel-16 Type-II. UE velocity is 30 km/h, 16 TX ports and 2 RX ports are used.

For the case of P-CSI-RS, when , for a CSI overhead close to that of Rel-16 Type-II a large gain in mean and cell-edge throughputs are observed. This gain is due to the ability of the refined codebook to report PMIs corresponding to a slot in the future. 
For the case of P-CSI-RS, when the window  is large, performance gain relative to Rel-16 Type-II decreases with increase in . However, as shown by the results, a large reduction in CSI feedback  overhead can be achieved 
For the case of AP-CSI-RS, a burst of  CSI-RSs separated by  slots are used to generate precoders for a future window of length  slots (). As seen in Figure 17, the throughput gains increase with . 



3.2 On Bitmap design
In RAN1#112, the following agreement was made:
Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives (no later than RAN1#112bis-e): 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Nokia/NSB, Samsung, vivo, and ZTE raised concerns that, in their understanding, Alt3A violates previous agreements for “Q different two-dimensional bitmaps” and/or common DD basis selection across SD/FD basis pairs and hence, to some extent, objective 1 of the WID.

Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the down-selection of bitmap(s) for indicating the locations of the NZCs (in RAN1#112bis-e), the following is used as a guidance for evaluation: 
· Following the agreed EVM, use “UPT vs. overall overhead (including CQI and PMI)” to compare across alternatives, assuming at least FTP1 traffic model and Rel-16 Parameter Combinations (L, beta, pv)
· Use only the supported codebook parameter values (e.g. Q, K, m, d, delta, N4)
· Companies are to state their assumptions on UE-side prediction (e.g. ideal or realistic, CSI-RS type, CSI-RS overhead calculation in relation to UPT, assumptions on WCSI and l) and the use of rank adaptation

Regarding Alt4, the current formulation describes that only s-f basis indices “nearby” the reference SD and FD basis indices associated with the strongest coefficient index (SCI) should be included in the bitmap, where “nearby” also includes indices close to the SCI by performing wrap around in terms of the indices. We find this alternative problematic in terms of the physical interpretation of which s-f basis pairs are included or excluded in the report after the SCI has been selected. Only “nearby” SD and FD indices are included, which imply that the channels spatial/temporal properties should be correlated with respect to its strongest spatial and temporal component (if the selected SD and FD basis indices are ordered). This may be the case for some channel realizations but should not be an assumption on all channels. If bitmap design Alt4 should be specified, it is important to also specify that the selected SD and FD basis indices need to be sorted before constructing the bitmap such that in terms of the SD and FD basis pairs in the bitmap the strength of the spatial and temporal components of the channel is correlated with respect to the location of the SCI. In addition, there is no need to include the SCI in the Alt4 bitmap design (it is already in the report), e.g., the formula  describing the bitmap, should also exclude the case . 

We performed system level simulations to compare the performance between the bitmap designs Alt1 (Q different 2-dimensional bitmaps of size 2LM), Alt1 reporting of only non-empty DD-bitmaps per layer (Alt1 non-empty) and Alt3A. In , we show our system level simulation results for 30 km/h UE velocity using 16 TX ports and 2 RX for AP CSI-RS with the agreed values , , , , ,  at 50% resource utilization (RU). The CSI report periodicity = (i.e., same periodicity as prediction window length which is a reasonable assumption for P/SP-CSI-RS). For UE side prediction, ideal channel prediction or AR prediction is used. Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead (including both PMI and CQI overhead) of the alternatives are summarized in Appendix 7C. 
For Alt3A, we use , which seems to be a good trade-off between overhead and performance. 
For Alt1 non-empty, we indicate if a DD-bitmap is included per layer (included in second part of CSI report) using a bitmap of size Q (per layer) in the first part of the CSI report and do not include any DD-bitmap with only small values (compared to the minimum quantization value).
Comparing the different bitmap alternatives, we find that they yield around the same performance.
Table 5: Comparison Alt1 and Alt3A bitmap alternatives
	Resource utilization: 50 %
, , , 

	              Predictor
Bitmap

	Ideal channel prediction 
	AR prediction
 , 

	Mean user throughput versus Rel-16

	Alt1
	22%
	20%

	Alt1 non-empty
	22%
	20%

	Alt3A
	23%
	19%

	Cell-edge user throughput versus Rel-16

	Alt1
	79%
	66%

	Alt1 non-empty
	74%
	67%

	Alt3A
	84%
	61%

	Total CSI overhead versus Rel-16 

	Alt1
	-16%
	-17%

	Alt1 non-empty
	-22%
	-23%

	Alt3A
	-31%
	-32%



[bookmark: _Toc131752292]Bitmap alternative Alt1 with reporting of only non-empty DD bitmaps is close to Rel-16 Type-II implementation in complexity and is a simpler reporting format 

[bookmark: _Toc131752308]Support either Alt 1 or Alt 3A for the design of bitmap(s) for indicating the locations of the NZCs.
· [bookmark: _Toc131752309][bookmark: _Toc131749270][bookmark: _Toc131749313]If Alt 1 is adopted, agree to only report non-empty DD bit maps to reduce CSI overhead.
4	Type II Codebook Refinement for CJT 
In this section, we discuss our views on some remaining issues related to Type II codebook refinement for CJT. 

4.1 Mode 1 FD Basis Selection
For mode 1 codebook structure, the following agreements were reached in the last RAN1 meeting.  
Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, down select (in RAN1#112) only one from the following schemes
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources 
· Alt2.  independently selected across N CSI-RS resources (without any per-CSI-RS-resource FD basis selection offset)
For all the above alternatives, the legacy FD basis selection indication scheme is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FD basis vectors (Mv/pv or M) is gNB-configured via higher-layer signaling and common across the N CSI-RS resources
In Alt.1, the FD basis vectors for each TRP are shifted such that they are aligned to a reference TRP and thus, a common set of FD basis vectors could be reported together with a shifting factor for each TRP.  This could provide feedback overhead saving if the channel delay spreads for different TRPs are similar and the number of the common set of FD basis vectors can cover channel delay spread of all the TRPs after the FD basis shifting. While in Alt.2, the FD basis vectors are reported individually for each TRP, without any shifting. 
The performance of Alt 1 and Alt 2 are compared in Figure 18 for  and in Figure 19 for  at 50% resource utilization. In addition, mode-2 is plotted as a reference. Each point on a curve corresponds to an already agreed parameter combination for . As can be seen, the performance of Alt 1 depends on the oversampling factor  for . In general,  Alt.1 with  provides higher throughput comparing to Alt 2. Also, the throughput difference between Alt 1 with  and Alt 2 is quite small (~0-2%), except for  where the difference at cell edge can be slightly larger.  
[image: ]
[bookmark: _Ref131584160]Figure 18 Mean and cell-edge UTP for 
[image: ]
[bookmark: _Ref131584351]Figure 19 Mean and cell-edge UTP for 
Given that Alt 1 has a lower overhead and lower specification impact, Alt 1 is preferred. In addition,  Alt.1 with  seems to provide  better performance gain, we are open to support . 
[bookmark: _Toc131752310]For CJT mode 1 CB, support Alt.1. 

4.2  } combinations for CJT based on Rel-17 type II CB
On SD basis configuration for Rel-16 type II CB based CJT , the following agreements were reached in the last RAN1 meeting.
Agreement
On the Type-II codebook refinement for CJT mTRP, only support NL ={2,4} as additional candidate values to NL=1.
· FFS: Additional restriction(s) depending on the configured value for NTRP
Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {Ln} for the higher-layer-configured value of NTRP (FFS by RAN1#112: whether the bracketed permutations are also supported):
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {n} for Rel-17-based refinement are derived from the supported combinations of {Ln} for Rel-16-based refinement 
FFS: Whether the total number of Ln is a UE capability

	[bookmark: _Hlk128062296]NTRP
	{Ln} combination

	[bookmark: _Hlk128062270]1
	{2}

	
	{4}

	
	{6} (analogous to legacy, only for total # ports =32, rank 1-2, R=1

	2
	{2,2}

	
	{2,4}, [{4,2}]

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4} [and its other permutations]

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} [and its other permutations]

	
	{2,2,4,4} [and its other permutations]

	
	{4,4,4,4}



Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, regarding the list of supported combinations of {Ln}, only support the following additional combinations:
	NTRP
	{Ln} combination

	2
	{4,2}

	3
	{2,4,2}, {4,2,2}


No other permutations are supported.
FFS: For NTRP>1, in addition to the supported combinations/permutations, whether to support at least one additional combination where at least one of the Ln values (n=1, …, NTRP) is 6
For Rel-17 further enhanced type II port selection codebook, the number of selected ports, is determined by parameter  , i.e., .   The number of selected ports per polarization is .  For CJT based on Rel-17 type II CB, the number of selected ports per polarization per TRP is  . Similar to Rel-16 type II CB based CJT,   hypotheses of  or { may be configured. An example is shown in Table 6.  We do not see any practical benefit of configuring different values of    for different TRPs. 
[bookmark: _Ref131448612]Table 6: An example of   combination
	NTRP
	 combination

	2
	{}, {, }, {}

	3
	{}, {}, {}

	4
	{}, {}, {}



[bookmark: _Toc131752311]For CJT based on Rel-17 type II CB, consider the  combinations listed in Table 6.  
4.3 K0 and NNZC reporting
In RAN1#111, the following agreements were reached on K0 and the maximum total number of NZC across all TRPs.
Agreement (RAN1#110bis-e)
For the Rel-18 Type-II codebook refinement for CJT mTRP, also support a constraint on the total number of non-zero coefficients (NZCs) summed across all layers:
· Following the legacy specification, the maximum total number is 2K0

Agreement (RAN1#110bis-e)
For the Rel-18 Type-II codebook refinement for CJT mTRP, the constraint on the maximum number of non-zero coefficients (NZCs) per-layer (K0) is defined jointly across all N CSI-RS resources
· TBD: the constraint on the total number of NZCs across all layers
In Rel-16,   is defined as, .  For CJT, it has been agreed that  is defined jointly across all configured CSI-RS resources.  In one scenario,  may be defined as   and thus, the maximum total number of non-zero coefficients is  for rank=1 and   for rank>1. Since both  and  are unknown until they are selected and reported by the UE,  and thus, the maximum total number of non-zero coefficients is unknown until are reported by the UE. 
[bookmark: _Toc131752293]For CJT,  is unknown until both  and  are selected and reported by the UE.
The implication of the above is that the payload size or bit width for reporting the number of NZC coefficients in Part 1 is unknown, which is an issue. 
One possible solution is to determine the maximum possible value of   over all pre-configured   combinations, denoted as  and use  to determine the bit width for NNZC reporting in Part 1. 
[bookmark: _Toc131752312] Use the maximum  across  configured combinations to determine the maximum number of non-zero coefficients for NNZC reporting in Part 1 CSI.

4.4 Parameter Values and Combinations

On parameter values for Rel-16 Type-II codebook based refinement for CJT mTRP, the following agreements were reached in the last RAN1 meeting.  

Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {pv,} from where the value of {pv,} is gNB-configured via higher-layer (RRC) signaling:
· FFS by RAN1#112: whether other combinations can be supported
FFS (by RAN1#112bis-e): Whether/how the supported combinations of {M} for Rel-17-based refinement are derived from the supported combinations of {pv ,} for Rel-16-based refinement 

	[bookmark: _Hlk128065209]pv for layers 1-4
	
	Condition(s) 

	{1/8, 1/8, 1/16, 1/16}
 
	¼ 
	--

	
	½ 
	--

	{1/4, 1/4, 1/8, 1/8}
	¼ (*)
	--

	
	½ (*)
	--

	{1/4, 1/4, 1/4, 1/4}
	¾ (*) 
	--

	{1/2, 1/2, 1/2, 1/2}
	½ 
	- Only applicable when NTRP≤3 and NL=1
- Optional


(*) Supported by legacy Rel-16 

Agreement
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, support linkage between the list of supported {Ln} combinations and list of supported {pv,} combinations via pairing each combination for {pv,} with at least one combination for {Ln}, for each NTRP value.
· FFS (by RAN1#112bis-e): The exact list of supported pairs/linkage, or restriction of {Ln} when paired to each of {pv,}
· FFS (by RAN1#112bis-e): Whether/How to support configuration signalling for indicating the linkage
· Note: While no additional codebook parameter will be introduced, the total number of SD basis vectors across CSI-RS resources can still be used as a criterion for choosing the supported pairs/linkage

We have evaluated the performance of the six combinations with  and  for three TRPs. For convenience, the combinations are labelled as follows. 
	index
	pv for layers 1-4
	

	1
	{1/8, 1/8, 1/16, 1/16}
{1/8, 1/8, 1/16, 1/16}
	¼ 

	2
	
	½ 

	3
	{1/4, 1/4, 1/8, 1/8}
	¼ (*)

	4
	{1/4, 1/4, 1/8, 1/8}
	½ (*)

	5
	{1/4, 1/4, 1/4, 1/4}
	¾ (*) 

	6
	{1/2, 1/2, 1/2, 1/2}
	½ 


In Figure 20, the mean and cell-edge throughput are plotted. Each point on the curves corresponds to a parameter combination of a pair of  and a {} hypothesis. To reduce the number of combinations, only combinations that fall on the top envelop (i.e., with higher throughput for a same or similar overhead) may be supported to achieve the best overhead and throughput trade-off. Hence, for , only  combinations #1 and #2 may be supported, while for , all 6 combinations of  may be supported. The supported combinations are encircled in the plots. 
[image: Chart, line chart
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[bookmark: _Ref131696689]Figure 20: Performance with different parameter combinations. The preferred combinations of  and  are encircled.
[bookmark: _Toc131752313]For , support  combinations #1 and #2 for , and support all 6 combinations of  for .
As for configuration, for each  hypothesis, an associated  combination would also be configured. It is up to RAN2 how to configure it.
[bookmark: _Toc131752314]For each hypothesis, an associated  combination is also configured. The configuration details are up to RAN2. 
4.5 Bitmap Overhead Reduction 

On bitmap and NNZC reporting, the following agreement was reached in RAN1#111 meeting.

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination.

In Rel-16 Type II codebook, the total number of non-zero coefficients (NNZC), , across all layers is reported in Part 1 CSI, which is used by the gNB to derive the payload size of Part 2 CSI. The actual locations of NZCs for each transmission layer, is identified by a layer specific NZC bitmap. For CJT CSI, a NZC bitmap will also be reported per layer and per TRP.  
Note that reporting of NZC bitmap is a main contributor to the overhead, only second to reporting of the actual quantized NZCs (assuming most NZC are reported). When a bitmap associated to a layer and a TRP has all zero elements, large feedback overhead can be saved if the bitmap is not reported. As shown later below, the probability is high for a per layer per TRP NZC bitmap with all zero elements.  Therefore, a mechanism for indicating a bitmap with all zero elements without reporting the bitmap itself seem to be desirable. 
One possible way is to report the number of non-zero (or all-zero) bitmaps in Part 1 CSI. Maximum 4bits would be needed for N=4 and v=4.  In Part 2, the actual reported bitmaps (non-zero bitmaps) can be indicated with  bits, i.e., 16bits for N=4 and v=4.  
With a few bits increase in Part 1 payload, large overhead saving in Part 2 could be achieved.  Table 7 shows the overhead savings under various type II parameter combinations. The potential overhead saving is multiples of . Therefore, the net overall overhead saving can be large.
[bookmark: _Toc131752294]Large overhead saving could be achieved with not reporting bitmaps containing all zeros in CJT CSI.
[bookmark: _Ref115448216]Table 7: Potential savings with not reporting bitmaps with all zeros
	Parameters
	Overhead (OH)

	
	 OH increase in Part 1
	OH saving in Part 2 when m bitmaps with all zeros (  )

	(4, 4, 0.5, 4, 1)
	2
	32m-4

	(4, 4, 0.5, 4, 2)
	3
	32m-8

	(4, 7, 0.5, 4, 1)
	2
	56m-4

	(4, 7, 0.5, 4, 2)
	3
	56m-8



To see how often an all zero bitmap can happen, we studied the distribution of the sum power of  (the matrix containing the coefficients) associated with each TRP in a UMa scenario with 3 co-located TRPs with . The results are shown in Figure 21, where the  sum power for each TRP is normalized by the  power associated with the strongest TRP. Essentially, the smaller the normalized value is, the more zeros the corresponding  contains, and the more zeros the corresponding bitmap contains. is added as a reference but the maximum total number NZC is still imposed according to . As can be seen, a significant portion of s is extremely weak for TRPs other than the strongest TRP: at least 90% of  for the weakest TRP and 45% of  for the second weakest TRP contain almost all zeros. 

[image: ]
[bookmark: _Ref118577763]Figure 21 C.D.F of powers of  associated with the weaker TRPs.
In some cases, a TRP is not selected at all. In other cases, it may happen that a TRP is used only for transmitting a subset of layers. The empirical probability of this happening is shown in Table 8. For and , the probability is about 30% and 50%, respectively. With  this probability may become even higher. Take  as an example, what this probability means is that, for rank>1 transmission, about 50% of the time, at least 1 layer does not use all the configured TRPs according to the calculated , hence it will end up with reporting only zero bitmaps for those TRPs. 
[bookmark: _Ref118579700]Table 8 Empirical probability of a TRP being used for a subset of layers.
	
	
	
	

	
	32%
	54%
	66%

	
	30%
	47%
	61%



[bookmark: _Toc131752315] For CJT, consider indicating the number of all-zero bitmaps in Part 1.

4.6 CJT CSI and Priority Rules 
In RAN1#112, the following agreement was reached on associating priority levels to combining coefficients for different TRPs:
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, down-select between the following three alternatives (by RAN1#112-bis where n denotes the n-th CSI-RS resource):
· Alt1. Prio(,l,m,n)=() .N.RI.P(m)+N.RI.l(n)+N.n 
· Note: This implies that CSI-RS resource is designated the highest priority
· Alt2. Prio(,l,m,n)=2L’.Qn).RI.N3+2L’.RI. P(m)+RI.l(n)+
· Note: This implies that CSI-RS resource is designated the lowest priority (after FD basis)
· Note: L’ denotes the max value of Ln from all selected N CSI-RS resources
· FFS: Q(n) maps the index n according to a rule, e.g., Q(n)=n, or Q(n)=0 if n corresponds to strongest TRP/SCI.
· Alt3. Replace SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m

In Alt.1, the priorities are arranged from high to low in the order of:
· TRP index n layer index  beam index m  FD basis P(m). 

The intention was to place TRP index or CSI-RS index as the highest priority so that the priority levels for the coefficients are interleaved among TRPs.  When omission occurs, some low priority parameters associated to all TRPs are dropped. 
However, the formula is flawed as a same priority level would be associated to multiple parameter combinations. For example, for TRP/CSI-RS resource index n=0 and for a given layer and a beam index, parameters associated to different FD basis vectors would be associated to a same priority value. 
[bookmark: _Toc131752295]The formula for Alt.1 is flawed as a same priority level would be associated to multiple parameter combinations. 
In Alt.2, the priorities are arranged from high to low in the order of:
· layer index  beam index m  FD basis P(m)  TRP index n. 

The intention was to have all parameters associated to one TRP assigned with higher or  lower priorities than   parameters associated to another TRP so that in case of omission,   parameters associated to a weaker TRP(s) are dropped. For this purpose, the TRPs need to be re-ordered via a remapping function Q(n).  
In Alt.3, the Rel-16 priority function is extended by including beams from all selected TRPs in the beam index.  Thus, the priorities are arranged from high to low in the order of:
layer index  beam index m + TRP index n  FD basis P(m) 

Alt.3 is a straightforward extension of rel-16 and may require less spec change. Alt.2 do have some advantage in case that large power differences exist among TRPs.  Among Alt.1 to Alt.3, we prefer either Alt.2 or Alt.3.
[bookmark: _Toc131752316] For CJT mTRP, Alt.2 or Alt 3 of priority allocation is supported for UCI omission. 

4.7 CBSR for CJT
On codebook subset restriction for CJT, the following agreement was reached in the last RAN1 meeting:
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding CBSR, at least for restricting SD basis selection, the legacy CBSR scheme is fully reused for each of the RRC-configured NTRP CSI-RS resources (resulting in CSI-RS-resource-specific SD beam group restriction)
· FFS: Whether amplitude restriction is CSI-RS-resource-common or specific, and soft vs hard restriction
· FFS: Whether CBSR can be configured to be off for a CSI-RS resource
The same rank restriction is applied across NTRP CSI-RS resources
In Rel-16 CBSR for eType II CB, soft beam restriction is supported where a threshold can be configured for a beam such that its associated coefficients amplitudes average over all selected FD basis vectors does not exceed a threshold. The average amplitude is with respect to the strongest coefficient.  In CJT, the strongest coefficient and the restricted beams can be associated to different TRPs.  If Rel-16 based CBSR is used, the practical usefulness of such a soft beam restriction is unclear. An example is illustrated in Figure 22, where the strongest coefficient is in TRP1, and beam #d in TRP 1 and beam #a in TRP 2 are to be restricted.  The practical use case of restricting amplitude of beam #a in TRP2 with respect to the strongest coefficient in TRP1 is unclear.  Therefore, in our view only hard beam restriction may be supported for CJT.
[bookmark: _Toc131752317] For CJT CBSR, support only hard beam restriction.
[image: ]
[bookmark: _Ref127303528]Figure 22:  Illustration of CJT CBSR based soft beam restriction in Rel-16 CBSR. 
4.8 CSI-RS power offsets
It has been agreed that for CJT mTRP, multiple CSI-RS resources in a CSI-RS resource set are configured for channel measurements.   For each CSI-RS resource, a power offset can be configured with respect to PDSCH, also refers to as EPRE ratio between PDSCH and CSI-RS.  In CJT mTRP, the maximum transmit powers can be different for different TRPs. For example, one TRP is in a macro-cell and has a higher transmit power while another TRP is a RRH and has a lower transmit power.  Therefore, it is important to support such a scenario.  
Now the question is whether the power offset defined in a CSI-RS resource should be with respect to 
· Option 1: the PDSCH transmitted from the CSI-RS ports in the CSI-RS resource (or TRP); or 
· Option 2: the total PDSCH transmitted from CSI-RS ports in all CSI-RS resources (or all TRPs).  

Let’s  and  be the PDSCH and CSI-RS Tx power per RE for the  TRP,  be the total PDSCH transmit power per RE across all TRPs,  be the channel (excluding Tx power) associated to the  TRP,   the channel estimation based on CSI-RS is then 
 						(eq.1)
The channel for PDSCH can be obtained from  by applying a scaling factor according to the EPRE ratio, i.e.,
  					(eq.2)
where  is the EPRE ratio between PDSCH and CSI-RS at the  TRP.   is the aggregated channel used for CJT CSI calculation. The precoder derived based on  can be expressed as , where the power of each column of   is normalized to , where   is the rank.
For Option 1,   and  . The PDSCH with  layers can be transmitted with a power  at the  TRP, and the received PDSCH signa at the UE would be
 					(eq.3)
Note that the actual PDSCH channel  is the same as the one used to derive the precoding matrix . Therefore, the CSI derived would match the actual PDSCH channel. The advantage of Option 1 is that the PDSCH transmit power can be controlled in a per TRP basis based on the maximum transmit power available at each TRP. 
[bookmark: _Toc131752296]Per TRP PDSCH power allocation based on each TRP’s maximum available transmit power is possible with Option 1. 
The drawback of Option 1 is that the actual EPRE ratio between PDSCH and CSI-RS at each TRP may be different from the configured one because  is not normalized per TRP, which should, however, not be an issue.
For Option 2,   and  . The PDSCH with  layers can be transmitted with a total power of  across all TRPs, the received PDSCH signa at the UE would be
 						(eq.4)
Again, the actual PDSCH channel  is the same as the one used to derive the precoding matrix  and the CSI derived would match the actual PDSCH channel. 
The advantage of Option 2 is that the actual EPRE ratio between PDSCH and CSI-RS at each TRP is the same as the configured one.  The drawback is that the total PDSCH transmit power across all TRP needs to be used at each TRP, which for some TRP may exceed its maximum transmit power. When that occurs, the total transmit power needs to be reduced, which would result in a CQI mismatch because the actual channel would be different from the channel used to derive CQI. 
[bookmark: _Toc131752297]In Option 2, TRP specific power capability is not considered. 
An example of PDSCH transmission based on Option 1 and Option 2 is shown in Figure 23 with two TRPs. For both Options, the UE implementation is the same, i.e., the estimated CSI-RS channel for each TRP is scaled by the corresponding EPRE ratio to obtain an equivalent PDSCH channel, an aggregated PDSCH channel across all TRPs is then used to derive PMI and CQI. 
[bookmark: _Toc131752298]For both Option 1 and Option 2, the UE implementation is the same.
It is understood that for legacy CSI associated with a single CSI-RS resource, the precoding matrix calculation can be done based on  and the scaling by the EPRE ratio can be done only for CQI calculation. For CJT, however, the scaling needs to be done before precoding matrix calculation, i.e., PMI calculation needs to be based on , because unlike in the single TRP case where there is a single EPRE ratio, for CJT   can be different for different TRPs.
[bookmark: _Toc131752299]For CJT PMI calculation, the channel estimated on each CSI-RS resource need to be scaled by the corresponding EPRE ratio.
From network implementation perspective, Option 1 is slightly preferred in our view as power allocation can be done in a per TRP basis according to each TRP’s transmit power capability. However, since the same UE implementation is needed for both Option 1 and Option 2, it is up to gNB implementation on which Option to use. 
[bookmark: _Toc131752300] For CJT mTRP, whether to use Option 1 or Option 2 can be up to gNB implementation. 
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[bookmark: _Ref131530787]Figure 23: An example of PDSCH transmission with Option 1 and Option 2.
5	Conclusion
In the previous sections we made the following observations: 
Observation 1	For case with TRS colliding with PDSCH, a delay of 84 symbols gives the best performance at low SNRs.
Observation 2	For case with TRS colliding with PDSCH, a delay of 36 symbols gives good performance at medium to high SNRs.
Observation 3	For case with TRS colliding with TRS, a delay of 140 symbols is needed for good switching performance.
Observation 4	For TDCP amplitude, an upper limit of 0.995 for the quantization range needs to be considered.
Observation 5	Bitmap alternative Alt1 with reporting of only non-empty DD bitmaps is close to Rel-16 Type-II implementation in complexity and is a simpler reporting format
Observation 6	For CJT,  is unknown until both  and  are selected and reported by the UE.
Observation 7	Large overhead saving could be achieved with not reporting bitmaps containing all zeros in CJT CSI.
Observation 8	The formula for Alt.1 is flawed as a same priority level would be associated to multiple parameter combinations.
Observation 9	Per TRP PDSCH power allocation based on each TRP’s maximum available transmit power is possible with Option 1.
Observation 10	In Option 2, TRP specific power capability is not considered.
Observation 11	For both Option 1 and Option 2, the UE implementation is the same.
Observation 12	For CJT PMI calculation, the channel estimated on each CSI-RS resource need to be scaled by the corresponding EPRE ratio.
Observation 13	For CJT mTRP, whether to use Option 1 or Option 2 can be up to gNB implementation.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Support Dbasic=140symbols (i.e. 10 slots).
Proposal 2	For TDCP amplitude quantization, consider values of s=1/2, s=1/3 and s=1/4 for further down selection.
Proposal 3	For TDCP amplitude quantization, downselect between the following two s, Q, and N combinations:
	, , 
	, , 
Proposal 4	The average receive frequency is used as reference frequency in order to define the phase of the correlation function.
Proposal 5	Support UE averaging/filtering of the time correlation measurement over multiple measurement occasions in time.
Proposal 6	Support either Alt 1 or Alt 3A for the design of bitmap(s) for indicating the locations of the NZCs.
	If Alt 1 is adopted, agree to only report non-empty DD bit maps to reduce CSI overhead.
Proposal 7	For CJT mode 1 CB, support Alt.1.
Proposal 8	For CJT based on Rel-17 type II CB, consider the  combinations listed in Table 6.
Proposal 9	Use the maximum  across  configured combinations to determine the maximum number of non-zero coefficients for NNZC reporting in Part 1 CSI.
Proposal 10	For , support  combinations #1 and #2 for , and support all 6 combinations of  for .
Proposal 11	For each hypothesis, an associated  combination is also configured. The configuration details are up to RAN2.
Proposal 12	For CJT, consider indicating the number of all-zero bitmaps in Part 1.
Proposal 13	For CJT mTRP, Alt.2 or Alt 3 of priority allocation is supported for UCI omission.
Proposal 14	For CJT CBSR, support only hard beam restriction.
[bookmark: _In-sequence_SDU_delivery] 
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7. Appendix
7A. Simulation assumptions for use case of TDCP reporting 

	Parameter
	Value

	Nr of gNB antenna ports
	16

	Nr of UE antenna ports
	2

	Type II parameter combination
	6

	CSI periodicity
	20 slots

	Bandwidth
	100 MHz (default value) and 20MHz

	Channel model
	CDL-A, delay spread = 100 ns, ASA = 45 deg, ZSA = 10 deg

	Autocorrelation lags for Alt. B
	One lag with 5 slots separation as default. Other lag values also used.

	Number of TRS bursts averaged over for Alt A1
	Default is no averaging. When averaging is performed: 10 

	
	





Table 9: SLS simulation assumptions for use case of TDCP reporting
	Parameter
	Value

	Scenario
	Urban macro 

	Frequency Range
	2 GHz 

	Inter-BS distance
	500 m 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1)


	BS Tx power 
	46 dBm

	BS antenna height 
	25 m 

	UE antenna height & gain
	According to TR36.873 

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Simulation bandwidth 
	10 MHz 

	Frame structure 
	All downlink

	MIMO scheme
	SU-MIMO or MU-MIMO with rank adaptation 

	CSI feedback 
	CSI feedback periodicity:  20 ms 
Scheduling delay: 4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% 

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC 




Table 10: LLS simulation assumptions for TDCP reporting
	Parameter
	Value

	Carrier frequency and subcarrier spacing 
	3.5 GHz with 30 kHz SCS

	System bandwidth
	20MHz

	TRS bandwidth
	20MHz

	Channel model
	TDL-A with uncorrelated antenna elements
CDL-A 

	Delay spread 
	100ns

	UE velocity
	3km/h, 10km/h, 20km/h, 30km/h, 60km/h, 120km/h

	Antennas at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	Antennas at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Link adaptation
	Not relevant for simulation of TRS based Doppler accuracy

	Evaluation metrics for measurement accuracies
	RMS error, Standard deviation, Bias



[bookmark: _Ref115425804]7B. System level evaluation assumptions for Type II codebook refinement for high/medium UE velocities
[bookmark: _Ref111118408]Table 11 EVM assumptions for Rel-16 eType II codebook refinement for high/medium UE velocities
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (macro only)
Mobility model: Random UE direction. UE speed: 30, 60 kmp/h

	Frequency Range
	FR1, 2GHz

	Inter-BS (site) distance
	200m 

	Channel generation model
	TR 38.901. No spatial consistency. No vehicles penetration loss modeled.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for rank > 2
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for rank (1, 2)

	BS Tx power 
	41 dBm (for 10MHz)

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC, Max code-block size=8448bit 

	Numerology Slot/non-slot 
	14 OFDM symbol slot

	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz DL

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	12

	CSI feedback 
	Periodic CSI feedback: 5 ms, 4 ms delay 
(Rel-16 baseline with parameterCombination = 6)
CSI-RS burst: K measurement instances with separation of m slots, measurement window (# slots): Ws=(K-1)*m+1

	PMI prediction
	PMI computed from buffered measurements and UE sided beam-space channel prediction (with common W1) using AR method or using
ideal channel prediction based on measured channels from future slots.
Note: Predicted PMI accounts for the scheduling delay of 4 ms

	Predicted CSI report/feedback
	P/SP CSI-RS with predicted CSI feedback with period 
 ms and AP CSI-RS with predicted CSI feedback with period  ms
Number of PMIs included in report:  
TD/DD bases PMI Time-unit: slots for AP CSI-RS, or  for P/SP CSI-RS
Number of TD/DD bases: 
Number of DFT rotation factors for TD/DD bases: 
Number of CQIs included in report: X
Number of RSs in AP CSI-RS Burst: 
Separation between RSs in AP CSI-RS Burst: 
Notes: For  in AP CSI-RS, we interpolate the AR predicted channel to a slot grid spacing of  for the PMI report.  and  are not necessary to specify for the ideal channel predictor as it has ideal channel knowledge regardless of CSI-RS Burst configuration. 

	Overhead 
	CSI Overhead bits is logged per report, see 7E for calculation and Table with max overhead per report for different ranks 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	50/70 % for SU/MU-MIMO with rank adaptation

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic



7C. Calculation of overhead
In Table 12, we summarize the overhead of the codebook alternatives Alt2A, Alt2B and Alt 3 in number of bits for rank .
Parameter combination 6 of Rel-16 Type II codebook is used as a reference for the selection of number of spatial beams L, the number of FD basis, the number of non-zero coefficients. Below is a summary of the parameters common for all the alternatives.
= 13
The number of bits for indicating the  selected beams = .
Number of selected FD basis, 
The number of bits, per layer, for indicating the selected FD basis of = 
Maximum number of non-zero coefficients (NZC), 
Number of bits for reporting the number of NZC in the report = 6
The number of bits, per layer, for indicating the strongest coefficient index (SCI)  
Total number of bits for indicating the quantized amplitude and phase of NZCs 
For the Rel-16 Type II report, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 2A, let  denote the number of TD/DD basis among  basis commonly selected for all SD FD basis. For the Rel-18 Type II report Alt 2B, let  denote the number of TD/DD basis among  basis independently selected for each SD FD basis pair.
For the Rel-18 Type II report Alt 2A, the number of bits, per layer, for indicating the TD/DD basis commonly selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2B, the total number of bits, per layer, for indicating the TD/DD basis selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2A and Alt 2B, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 3, let   denote the number of s reported without the use of TD/DD basis compression. 
For the Rel-18 Type II report Alt 3, when a common bit map is used for all the  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, when a different bit map is used for each  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, the number of non-zero coefficients scales by , and the total number of bits for indicating the quantized amplitude and phase of NZCs .10
[bookmark: _Ref115447796]Table 12: Overhead of different codebook alternatives in number of bits
[image: ]





7D. Additional simulation results for TDCP
In the subsections below we give additional TDCP simulation results for 100MHz bandwidth, for different noise levels and for different thresholds.
7D.5 Threshold sweep
[image: ][image: ]
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