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1	Introduction
RAN#99 agreed on a Study Item for a Self-Evaluation towards the 3GPP submission of a IMT-2020 Satellite Radio Interface Technology [1]. In this contribution we provide basic simulation assumptions to be used for the self-evaluation for IoT NTN for fulfilment of the “Connection Density” requirement
2	Discussion
2.1	Background
ITU-R requirement
For the submission to ITU-R, our view is that the IoT NTN technology (NB-IoT and eMTC) should target fulfilment of at least the “Connection Density” requirement from ITU-R Report M.2514 [2].
The Connection Density requirement is defined as the following:  
Connection density is the total number of devices fulfilling a specific quality of service (QoS) per unit area (per km2). A connection density of at least 500 devices per km2 should be supported. The requirement was derived assuming up to and including a 30 MHz bandwidth.
The proponent should report the connection density achievable by the candidate RITs/SRITs, and identify the assumed frequency band(s) of operation and the channel bandwidths in that(those) band(s).
The evaluation methodology for the systems simulations for determining the connection density should follow the principles outlined in § 7.1.3 of Report ITU-R M.2412 with needed adaptations.
The evaluation is conducted in the Rural-mMTC-s test environment (see § 8.2), applicable to handheld devices or, optionally, MTD. Suitable evaluation configuration parameters according to § 8.2 for this test environment should be used and declared by the proponent of the evaluation.
2.2	Simulation parameters for IoT NTN Connection Density 
Principles for parameter selection
We provide some system simulation assumptions for analysing Connection Density for IoT NTN in Table A and some link level parameters in Table B. The principles used to define these assumptions were:
1) Reuse relevant parameters for radio configuration from IMT-2020 submission (Rel15/16) – see end of document to compare
2) Reuse where possible from TR38.821 parameter sets.
3) Applies the “example” evaluation parameters from ITU M.2514 [2].
4) We assume the total bandwidth needed to meet the requirement should be reported
It is also expected that many of these parameters could be applicable for Connection Density modelling for NR, if such evaluation is desired.

Satellite constellation
We have no strong view on the satellite constellation to use. However, in [2] an example evaluation configuration is described for LEO 600km and aligned with Set-1 parameters from [3]. Also other performance requirements will likely use LEO 600km. Therefore, to minimise overall effort for companies, we have based the simulation parameters on LEO-600km constellation.
It is also important the note the following text: “The parameters are solely for the purpose of consistent evaluation of the candidate satellite radio interface(s) and relate only to specific test environments used in these evaluations. They should not be considered as the values that must be used in any deployment of any IMT-2020 system nor should they be taken as the default values for any other or subsequent study in ITU or elsewhere. They do not necessarily themselves constitute any requirements on the implementation of the system.”
We understand this to mean that whichever configuration is evaluated, then it does not constrain the IMT-2020 satellite applicability only to that deployment scenario of the 3GPP NTN technology modelled.
Traffic model
For IMT-2020 it was also allowed to use “full buffer” or “non-full buffer” traffic to analyse Connection Density.
An example traffic model in [2] seems to be the same as the “non-full buffer” model evaluated for Connection Density as part of IMT-2020 for terrestrial systems. Within the IMT-2020 submission, for the “non-full buffer traffic” model, a 10 second latency bound was required for 32-byte packets to be successfully transmitted by each UE. This was defined within the “Simulation Process”. If non-full buffer is used, application of the 10 second latency bound for IMT-2020 satellite submission should be confirmed as part of the 3GPP simulation methodology definition. 
Channel model
More discussion is required on the channel model to use, and whether to consider LOS only, flat fading only, and maybe other parameters discussed in [4]. 
Observation 1: While many parameters seem to be reusable from past evaluations, further confirmation is needed. In particular, the “channel modelling” details need further discussion.
Table A: SLS parameters for Connection Density performance evaluation
	Radio Access
	NB-IoT
	eMTC

	Data transmission procedure
	RRC resume, data after msg5, RRC suspend
	RRC resume, data after msg5, RRC suspend

	Waveform
	DL: OFDMA
UL: SC-FDMA
	DL: OFDMA
UL: SC-FDMA

	Duplexing
	HD-FDD
	HD-FDD

	Channel Bandwidth
	180kHz
	1.08MHz

	Numerology
	15kHz) 
(3.75kHz could be discussed as alternative) 
	15kHz

	Total Aggregated Bandwidth
	B = 180kHz x N
(Bmax = 30MHz
TBD: if scaling by 200kHz needed, i.e. standalone or non-anchor channel raster?
	B = 1.08MHz x M
(Bmax = 30MHz
TBD: if scaling by 1.4MHz needed, due to channel raster of 100kHz

	PRACH configuration
	TBD
	TBD

	PUSCH Scheduling Unit
	Single tone (as numerology) – see above
	180kHz

	Power control parameter
	TBD
	TBD

	UL DMRS
	2 symbols per 14 OFDM symbols

	SINR calculation
	TBD

	Criteria for selection for serving beam
	Maximizing RSRP

	Configuration scenario
	See Table A1

	Frequency band
	See Table A1

	Satellite characteristics (G/T, EIRP density, antenna diameter)
	See Table A1

	Satellite antenna pattern
	See Table A1

	Satellite polarization configuration
	See Table A1

	Beam layout
	See Table A1

	Number of beams
	See Table A1

	Frequency re-use factor
	See Table A1

	Polarization re-use
	See Table A1

	Deployment scenario
	See Table A1

	Fast fading model?
	TBD if needed – relates to channel model discussion

	Propagation conditions
	See Table A1

	UEs outdoor/indoor distribution
	See Table A1

	UEs coverage distribution
	X= 500 UEs per km2 with random and uniform distribution in all the Voronoi cell area associated to each beam.
The cell area associated to a given beam is defined as the Voronoi cell associated with the corresponding beam centers.

	UE configuration
	Handheld & MTD. See Table A3 for more details. 

	UE mobility model
	Stationary

	Handover Margin
	To be reported by the companies? (1dB / 2dB in TN case, 0dB in NR NTN)

	UE attachment
	RSRP

	UE/eNB Receiver type
	MMSE-IRC

	Scheduler
	To be reported by the companies

	Traffic model (if non-full buffer used)

Note: We are open to consider full buffer as an alternative/option
	With layer 2 PDU (Protocol Data Unit) message size of 32 bytes:
1 message/day/device
or
1 message/2 hours/device
Packet arrival follows Poisson arrival process for non-full buffer system-level simulation
(Note: 10 seconds max latency budget required for IMT-2020 terrestrial and we assume the same could apply here, but views welcome.)

	Channel estimation
	Realistic

	Performance metric
	Connection density of UEs (X) per km2 (see definition and example simulation process)

	NOTE 1:	Typical impairment values (additional frequency error, SNR loss) due to the feeder link except for delay can be considered to be negligible. When available, specific values can be considered in the evaluation and should be reported.



Table A1: Deployment scenario assumptions
	Configuration scenario
	LEO-600 (See rationale at start of section 2.2)

	Frequency band
	S-band (i.e. 2 GHz) 

	Satellite characteristics (G/T, EIRP density, antenna diameter)
	See Table A2 
Note: Same satellite characteristics should be considered for both single and multi-satellite simulations

	Satellite antenna pattern
	See section 6.4.1 in [4]: Bessel function

	Satellite polarization configuration
	Circular

	Beam layout definition
	Singles satellite simulation: See Table A4

	Frequency re-use factor
	TBD (1 or 3) 
If FRF =3, then for NB-IoT there would be 1 NB-IoT channel per sub-band (so minimum of 3 channels in total in the system)


	Polarization re-use
	Disabled

	Channel model
	TBD – further discussion needed.

	Deployment scenario
	Rural

	Propagation conditions
	Base-line: Clear Sky, Line of sight (Can we just consider LOS?)

	UEs outdoor/indoor distribution
	100% outdoor distribution for UEs

	



Table A2: Set-1 satellite parameters from [3] (may be common for all scenarios)
	Satellite orbit
	LEO-600

	Satellite altitude
	600 km

	Satellite antenna pattern
	Section 6.4.1 in [2]

	Payload characteristics for DL transmissions

	Equivalent satellite antenna aperture (Note 1)
	S-band
(i.e. 2 GHz)
	2 m

	Satellite EIRP density
	
	34 dBW/MHz

	Satellite Tx max Gain
	
	30 dBi

	3dB beamwidth
	
	4.4127 deg

	Satellite beam diameter (Note 2)
	
	50 km

	Payload characteristics for UL transmissions

	Equivalent satellite antenna aperture (Note1)
	S-band 
(i.e. 2 GHz)
	2 m

	G/T
	
	1.1 dB K-1

	Satellite Rx max Gain
	
	30 dBi

	NOTE 1: This value is equivalent to the antenna diameter in Sec. 6.4.1 of [4].
NOTE 2: This beam size refers to the Nadir pointing of the satellite 
NOTE 3: All these satellite parameters are applied per beam.
NOTE 4: The EIRP density values are considered identical for all frequency re-use factor options.
NOTE 5: The EIRP density values are provided assuming the satellite HPA is operated with a back-off of [4] dB.



Table A3: UE characteristics
	Characteristics
	Handheld & MTD

	Frequency band
	S band (i.e. 2 GHz)

	Antenna type and configuration
	(1, 1, 1) with omni-directional antenna element


	Rx Antenna gain 
	0 dBi

	Antenna temperature
	290 K

	Noise figure
	7 dB

	Tx transmit power
	200 mW (23 dBm)

	Tx antenna gain
	0 dBi

	UE height
	1.5m

	




Table A4: Beam layout definition for single satellite simulation, from [3]
	Scenario
	Scenario C2 – LEO600

	Beam layout definition
	Baseline: Hexagonal mapping of the beam bore sight directions on UV plane defined in the satellite reference frame.
Only the 3dB beam width parameters should be used. The beam diameter and beam spacing values can be computed directly from the 3 dB beam width assumptions and should be considered as informative. 

	Number of beams
	Baseline: 19-beam layout considering wrap-around mechanism (i.e. 18 beams surrounding the central beam and allocated on 2 distinct "tiers")

	UV plane illustration (extracted from [19])
	[image: ]

	UV plane convention
	U axis is defined as the perpendicular line to the satellite-earth line on the orbital plane as illustrated here after:
[image: ]
The straight line being orthogonal to UV plane is pointing towards the Earth centre.
UV coordinates of the nadir of the reference satellite is (0,0)

	Adjacent beam spacing on UV plane
	Baseline: Adjacent beam spacing computation based on 3dB beam width of the satellite antenna pattern:
ABS = sqrt(3) x sin(HPBW/2 [rad])

	Central beam bore sight direction definition
	Baseline: 
Case 1: Central beam center is considered at nadir point
Case 2: Central beam boresight direction computed based on elevation angle target








2.3	Additional parameters for any Link-level simulations for IoT NTN Connection Density (only NB-IoT covered)
Table B captures suggested parameters for LLS, proposed as a starting point. These were adapted from the IMT-2020 submission. Currently it only includes NB-IoT, but corresponding parameters for eMTC can be added too.
Table B: Additional parameters for IoT NTN Connection Density LLS
	Physical channel
	NPUSCH

	Simulation bandwidth
	Single Tone

	Number of users in simulation
	1

	Link-level Channel model
	TBD

	Antenna configuration at Satellite
	1Rx

	Antenna configuration at UE
	1Tx

	Transmission mode
	SISO

	Transmission rank
	1

	TBS
	256

	Modulation order
	[BPSK-π/2, QPSK-π/4]

	Number of Resource units
	2,3,4,5,6,8,10

	Number of repetition
	1,2,4,8,16

	Channel estimation
	LMMSE

	Channel coding scheme
	Turbo code



Proposal 1: Consider the IoT NTN Connection Density parameters for “System-level” simulation (section 2.2) and “Link-level” simulations (section 2.3) in this document as a starting point for further discussion and refinement during RAN1#112bis-e.
2.4	Simulation process for IoT NTN
The following below is a possible simulation process for “IoT NTN” adapted for IMT-2020 SAT from IMT-2020 evaluation methodology. Note: Full changes compared to IMT-2020 are not shown.
Possible evaluation methods to evaluate the connection density requirement:
− non-full buffer system-level simulation; 
− full-buffer system-level simulation followed by link-level simulation. 

The following steps are used to evaluate the connection density based on non-full buffer system-level simulation. 
Step 1: Set system user number per beam as N. 
Step 2: Generate the user packet according to the traffic model. 
Step 3: Run non-full buffer system-level simulation to obtain the packet outage rate. The outage rate is defined as the ratio of the number of packets that failed to be delivered to the destination receiver within a transmission delay of less than or equal to 10s to the total number of packets generated in Step 2. 
Step 4: Change the value of N and repeat Step 2-3 to obtain the system user number per beam N’ satisfying the packet outage rate of 1%. 
Step 5: Calculate connection density by equation C = N’ / A, where the beam area A is the geographical area per beam (central beam only?)
The requirement is fulfilled if the connection density C is greater than or equal to the connection density requirement.
The simulation bandwidth used to fulfill the requirement should be reported. Additionally, it is encouraged to report the connection efficiency (measured as N’ divided by simulation bandwidth) for the achieved connection density. 

The following steps are used to evaluate the connection density based on full-buffer system-level simulation followed by link-level simulation. 
Step 1: Perform full-buffer system-level simulation using the evaluation parameters for Rural-mMTC test environment, determine the uplink SINRi for each percentile i=1…99 of the distribution over users, and record the average allocated user bandwidth Wuser. 
Step 2: Perform link-level simulation and determine the achievable user data rate Ri for the recoded SINRi and Wuser values. 
Step 3: Calculate the packet transmission delay of a user as Di = S/Ri, where S is the packet size. 
Step 4: Calculate the traffic generated per user as T = S/Tinter-arrival, where Tinter-arrival is the inter-packet arrival time. 
Step 5: Calculate the long-term frequency resource requested under SINRi as Bi = T/(Ri/Wuser). Step 6: Calculate the number of supported connections per beam, N = W / mean(Bi). W is the simulation bandwidth. The mean of Bi may be taken over the best 99% of the SINRi conditions. 
Step 7: Calculate the connection density as C = N / A, where the beam area A is the geographical area of the beam. 
The requirement is fulfilled if the 99th percentile of the delay per user Di is less than or equal to 10s, and the connection density is greater than or equal to the connection density requirement. 
The simulation bandwidth used to fulfil the requirement should be reported. Additionally, it is encouraged to report the connection efficiency (measured as N divided by simulation bandwidth) for the achieved connection density.
Proposal 2: Consider the Connection Density simulation process in this document as a starting point for IoT NTN Connection Density.
3	Conclusion
Based on the discussion in the previous sections we propose the following:
Observation 1: While many parameters seem to be reusable from past evaluations, further confirmation is needed. In particular, the “channel modelling” details need further discussion.
Proposal 1: Consider the IoT NTN Connection Density parameters for “System-level” simulation (section 2.2) and “Link-level” simulations (section 2.3) in this document as a starting point for further discussion and refinement during RAN1#112bis-e.
Proposal 2: Consider the Connection Density simulation process in this document as a starting point for IoT NTN Connection Density.
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