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1. [bookmark: _Ref4683067] Introduction 
A new Study Item (SI) to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved in RAN Plenary RP#94 meeting [1]. AI/ML-based Beam management has been identified as one of the three use cases for investigation and evaluation. It is also mentioned to identify the potential specification impact required to enable AI/ML techniques for the air-interface. In RAN1 109e the SI on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface has been initiated. The SI includes “Other aspects on AI/ML for beam management” under the agenda 9.3.2.2. Over the last RAN1 meeting, i.e., RAN1 109e, the study identified “AI/ML for Beam Management in Spatial Domain” and “AI/ML for Beam Management in Temporal Domain” as the basic use-cases and made some agreements on this aspect. As mentioned in RAN1 109e, the spatial domain and temporal domain beam predictions are defined as:
•	Spatial-domain beam prediction for Set A of beams based on measurement results of Set B of beams.
•	Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
In this contribution we discuss the way forward considering the sub use-cases for beam management (BM) and the potential specification impacts.

2. Discussion
In RAN1#111, the following agreements are made for BM Case-1 and BM Case-2. 
	Conclusion
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.

Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction


Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded



In this contribution, we further discuss the remaining issues that are left during the RAN1#112 offline discussion and some further details of BM Case-1 and BM Case-2. 
2.1. Data collection 
2.1.1. Data collection for AI/ML model training at NW side
In RAN1#112, we have the following proposal remained for discussion for data collection mechanism for AI/ML model training at NW side:
	Proposal 3.2.1: Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study the following options as a starting point for the contents of collected data
· Opt.1: UE sends M1 L1-RSRPs (corresponding to M1 beams) optionally with the indication of beams (beam pairs) based on the measurement corresponding to a beam set (e.g., Set A, Set A+B, Set B), where M1 can be larger than 4
· FFS: the range of M1
· Opt.2: UE sends M2 L1-RSRPs (corresponding to M2 beams) optionally with the indication of beams (beam pairs) based on the measurement corresponding to a beam set (e.g., Set B), sends M3 L1-RSRPs (corresponding to M3 beams) optionally with the indication of beams (beam pairs) based on the measurement corresponding to another beam set (e.g., Set A), where M2 and M3 can be larger than 4
· FFS: the range of M2, M3
· Opt.3: UE sends M4 L1-RSRPs (corresponding to M4 beams) optionally with the indication of beams (beam pairs) based on the measurement corresponding to a beam set (e.g., Set B), sends M5 beams (beam pair) based on the measurement corresponding to another beam set (e.g., Set A), where M4 can be larger than 4
· FFS: the range of M4, M5
· Other option(s) is not precluded
· Note1: From UE perspective, the measurement and reporting related to one beam set may be separate from/transparent to the operations related to another beam set  
· Note2: Data collection for model training may be implemented by gNB in a transparent way
· Note3: Potential down-selection/prioritization will be discussed later
· Note4: Overhead, UE complexity and power consumption should be considered for the above options



The use cases of these three options have been discussed offline during the last meeting. Depends on different AI/ML models, different options can be used. AI/ML model training requires just the input samples and the label, if the AI/ML model’s output is DL Tx beam ID, the input samples are the L1-RSRP measurement of Set B, and the label is the best beam ID (can be Top-1 or Top-K) among Set A of beams. In this case, Option3 can be used and thus the reporting overhead can be reduced. On the other hand, if the AI/ML model’s output is the predicted L1-RSRP of the beams in Set A, Option2 is required due to the reason that the label for model training is L1-RSRP of beams in Set A. 
Therefore, we support the current shape of the proposal as it can cover all the use cases.  
Proposal 1: Support the current shape of Proposal 3.2.1 regarding the contents of collected data for training data collection mechanism for NW-side AI/ML model trained at NW side.

In the following discussion, we will study the requirement of each data sample for data collection for NW-side AI/ML models. As discussed above, NW-side AI/ML model requires UE to report the measured L1-RSRP values or beam ID for training. However, the quality of the reported values has not been discussed yet. Currently, we use Floating point 32 bits (FP32) to save the L1-RSRP values for dataset generation and AI/ML model training. Therefore, if UE reports L1-RSRPs to the network by using FP32 format, the training and testing performance will not be impacted. However, the corresponding reporting overhead will be prohibitively huge. For example, it takes 128 bits for UE to report L1-RSRP for 4 beams. 
In our current evaluation results (i.e., Section 2.4.1.5.2 in [2]), we have shown that “The model trained and tested by FP16 quantized data samples has the same performance as the model trained and tested by FP32 quantized data samples”. Thus, the corresponding reporting overhead can be reduced to half without scarifying any performance.  
In the current spec [3], the L1-RSRP is quantized to integer dBm levels for UE reporting. The largest L1-RSRP in one report is mapped to dBm levels, which is represented by 7 bits (i.e., 128 integer dBm levels). For the rest of the L1-RSRP values, UE maps their difference to the maximum L1-RSRP values (in dB) by Table 10.1.6.1-2 in [4]. As a result, it takes 19 bits for UE to report L1-RSRP for 4 beams. However, it is expected that the model training and testing performance by using this method will be worse than FP16. We have observed that “by using the current spec to quantize the L1-RSRP data for model training and testing, the corresponding Top-1 accuracy performance is ~10% worse compared to using FP16 to quantize the L1-RSRP data”. 
On the other hand, we have shown (Section 2.4.1.5.2 in [2]) that by using a simple quantization method, we can achieve the same level of accuracy performance as by using the FP16 quantization method, while using the same number of bits in one UE report as the current spec uses. Therefore, we believe it is valuable to study the possibility of using lower precision quantization method for beam RSRP report other than the current spec, for supporting AI/ML model inference and data collection for NW-side models. Also, we can further consider the feasibility of using different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.
During the offline discussion of the last meeting, one proposal has been discussed, but not agreed:
	Proposal 3.2.2: Regarding the training data collection mechanism for NW-side AI/ML model trained at NW side, study necessity and beam-management-specific potential specification impact (if necessary) from the following additional aspects 
· Mechanism of the reporting, e.g., RRC signaling, L1 signaling, user plane, control plane
· Information corresponding to the reported data samples, e.g., timestamps, [UE speed], SNR, etc.
· Signaling and/or condition(s) to trigger/stop data logging (including buffering) and/or reporting
· Quantization of the measurement results (e.g., L1-RSRP)
· Reporting overhead reduction
· Note: non-3GPP based solution is a separate issue


As discussed above, we believe the 4-th bullet is worth study. In the meantime, we agree that other bullets are worth studying too. Therefore, we support this proposal.
Proposal 2:  Support the current shape of proposal 3.2.2 regarding studying the necessity and beam-management-specific potential specification impact of the training data collection mechanism for NW-side AI/ML model trained at NW side.
2.2. Model inference
2.2.1. L1 reporting enhancement
In RAN1#111, we have the following agreement for NW-side model,
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered



The beam RSRP report mapping method in the current specification, as described above, can be easily expanded, and used for higher number of beams (>4). However, in our current evaluation results (i.e., Section 2.4.1.5.2 in [2]), we have shown that for Set B size = 8 or 16, the reporting precision if the spec and the resulting model performance might not be optimal. Moreover, different Set B designs will have different sensitivity to the beam RSRP report’s precision. We have shown the possibility and benefit of using different reporting quantization methods for L1-RSRP report for different Set B designs in Section 2.4.1.5.2 in [2]. 
On the other hand, we have observed that if a model is trained with FP32 samples while its inference is conducted with another quantization method samples, it will perform worse than training with samples from the same quantization method that is being used for inference. Therefore, the UE and the network should align the quantization method that is being used for both model training and inference. 
During the offline discussion of the last meeting, one proposal has been discussed, but not agreed:
	Proposal 4.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· Quantization of L1-RSRP measurement results
The default quantization scheme is NR existing quantization for L1-RSRP reporting if no consensus can be achieved on any other quantization scheme(s)
· Beam indication of multiple future time instances for BM-Case2
Note: at least the performance and spec impacts should be considered


As discussed above, we believe the first bullet is worth study. We think it is obvious that if there is no consensus on any additional quantization scheme(s), the current NR existing quantization for L1-RSRP reporting can be used. Therefore, we suggest removing the note of the first bullet. 
For the second bullet, we think the discussion must jointly consider the beam indication latency and how far future of the time instances that the BM-Case2 model is predicting for. If BM-Case2 model is predicting the best beam ID for the near future, it is likely that the model output is no longer the best future beam, but the best past beam, when the beam indication latency is considered. In this case, gNB can reuse legacy beam indication mechanism to indicate UE the best beam at each future time instances, instead of indicating multiple best beams for all the future time instances at one time. Therefore, we suggest adding a note to the second bullets and propose the following:
Proposal 3: We support proposal 4.2.2 regarding additional aspects to facilitate AI model inference for a NW-side AI/ML model with the following update:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· Quantization of L1-RSRP measurement results
· The default quantization scheme is NR existing quantization for L1-RSRP reporting if no consensus can be achieved on any other quantization scheme(s)
· How NW indicates UE the quantization method to use
· Beam indication of multiple future time instances for BM-Case2
· Note: BM-Case2 predicting for near/far-future time instances should be separately discussed
Note: at least the performance and spec impacts should be considered
2.3. Model monitoring
In RAN1#111, we have the following two agreements made for model monitoring,
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded




Also, we have the following two proposals remained for discussion,
	Proposal 5.1.2: For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives the benchmark/reference (if applicable) for performance comparison as a starting point:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: Alt.2: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.3: The beam corresponding to some indicated TCI state(s) 
· Other alternatives are not precluded
· Note1: the performance and spec impacts should be considered
· Note2: Legacy mechanism may be reused

Proposal 5.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· Other aspect(s) is not precluded
Note: At least the performance and reporting overhead of model monitoring mechanism should be considered



2.3.1. Benchmark
Regarding the benchmark/reference for performance comparison for model monitoring, we think Alt.1 can be used as an upper bound if gNB indicates UE to measure all beams in Set A. However, the corresponding measuring and reporting overhead will be high for model monitoring. On the other hand, Alt.2 can be used as a lower bound as only the beams in Set B are used for performance comparison. 
Based on the model we described in Section 2.4.3 in [2] (i.e., using RSRP as model output), we can calculate the RSRP difference between the predicted RSRP and the genie aided RSRP of the beams in Set B, without any additional measurement overhead. However, we also observe that the model’s performance of predicting RSRP for low RSRP beams is worse than predicting RSRP for high RSRP beams. Under the condition when Set B is fixed, it is possible that the measured RSRPs for all the beams in Set B are low. In this case, Alt.2 may not be a good choice. On the other hand, the above concern can be resolved by using the predicted best beams as the benchmark. Compared to Alt.2, predicted best beams have higher (or equal) RSRP than Set B beams if the model’s output is correct, thus the resulting predicted RSRP is more accurate. Moreover, using the predicted best beams as benchmark means lower measurement overhead when compared to Alt.1. Therefore, instead of Alt.2, we prefer a new alternative which uses the predicted best beams as benchmark.
Proposal 4: We support proposal 5.1.2 regarding the performance comparison benchmark/reference for AI/ML model monitoring of BM-Case1 and BM-Case2 with the following updates:
For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives the benchmark/reference (if applicable) for performance comparison as a starting point:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.2: The predicted best beam(s) obtained by model output (e.g., Predicted Top-K Beams)
· FFS: Alt.23: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.34: The beam corresponding to some indicated TCI state(s) 
· Other alternatives are not precluded
· Note1: the performance and spec impacts should be considered
· Note2: Legacy mechanism may be reused

2.3.2. NW-side model
For NW-side model, we have agreed that the network side will conduct the model monitoring. However, what UE needs to report in one reporting for network side model monitoring should be studied. What should be included in the reporting depends on the benchmark alternative and performance metric that are being used for the current model monitoring scheme. For example, if Top-1 accuracy is used as the performance metric and Set A is the benchmark, then what UE needs to report is one beam ID value for model monitoring. Therefore, we propose the following, 
Proposal 5: For NW-side model monitoring, the number of beams and the quantity (metric) of the report values in one reporting should be determined by the benchmark alternatives and performance metrics that are used for model monitoring.
2.3.3. UE-side model
During the last meeting, there is an agreement on NW-side performance monitoring for UE side model. Three of aspects are to be studied: (i) Configuration/Signaling from gNB to UE for measurement and/or reporting, (ii) UE reporting to NW (e.g., for the calculation of performance metric), and (iii) Indication from NW for UE to do LCM operations. 
We believe the discussion of these aspect should jointly consider the performance metrics and the benchmarks that are being used. Table 1 shows the analysis of the required additional RS configuration/signaling and UE reporting under the condition of using performance metrics Alt.1 and Alt. 4, and with proposed benchmarks Alt. 1 to Alt. 3, respectively. Alt.2 (Link quality related KPIs) and Alt.3 (Performance metric based on input/output data distribution of AI/ML) of performance metrics are listed at the bottom of the table as they are not related to any benchmark definition. We can observe from Table 1 that the corresponding UE reporting overhead is very large when the monitoring process requires UE to measure for ground-truth L1-RSRP. For example, if the performance metric is Alt.1 (Beam prediction accuracy related KPIs) and the benchmark is Alt.1 (The best beam(s) obtained by measuring beams of a set indicated by gNB), UE needs to report all the measured RSRP in Set A to NW, so that NW can perform NW-side performance monitoring (i.e., NW calculate the performance metrics). It is obvious that such reporting overhead can be easily circumvent by UE calculating the performance metrics (i.e., UE model monitoring or Hybrid model monitoring). 
From the table, we still cannot observe any advantage of using NW-side performance monitoring for UE side model. However, if NW-side performance monitoring for UE side model is kept as one of the options, we suggest using this scheme only when the performance metric is Alt.4 (The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP) with Alt.2 of the proposed benchmark. Note that Alt.2 (Link quality related KPIs) and Alt.3 (Performance metric based on input/output data distribution of AI/ML) of the performance metrics may potentially be the feasible candidates for NW-side performance monitoring for UE side model, depending on how these two alternatives are defined. 
[bookmark: _Ref127529889][bookmark: _Ref118474289]Table 1: the analysis of the required additional RS configuration/signaling and UE reporting under different Performance metric and Benchmark conditions
	
	
	Performance metric

	Benchmark
	
	Alt.1 (Beam prediction accuracy related KPIs)
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	
	Alt.1 (The best beam(s) obtained by measuring beams of a set indicated by gNB)
	Example: calculate the Top-1 accuracy
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A
	Example: calculate the predicted L1-RSRP difference for the best beam in Set A
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A, and all the predicted RSRP for Set A

	
	Alt.2: The predicted best beam(s) obtained by model output (e.g., Predicted Top-K Beams)
	Example: calculate the L1-RSRP difference (dB)
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A
	Example: calculate the predicted L1-RSRP difference for the predicted best beam
(i) Configuration/Signaling: Yes, for the predicted best beam RSRP measurement
(ii) UE reporting: the predicted and measured RSRP of the predicted beam

	
	Alt.3: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
	Not applicable (No KPI related to Set B/model input)
	Example: calculate the predicted L1-RSRP difference for Set B of beams
(i) Configuration/Signaling:  No
(ii) UE reporting: the predicted and measured RSRP of for Set B of beams

	Performance metrics: 
Alt.2 (Link quality related KPIs): (i) Configuration/Signaling:  No, (ii) UE reporting: Link quality observations
Alt.3 (Performance metric based on input/output data distribution of AI/ML): (i) Configuration/Signaling:  No, (ii) UE reporting: input/output data distribution of AI/ML



Proposal 6: For NW-side performance monitoring for UE side model, focus on the discussion when the performance metric is Alt.2 to Alt.4. 
Proposal 7: To avoid large UE reporting overhead, Alt.1 of the benchmark should be deprioritized for NW-side performance monitoring for UE side model.

Meanwhile, during the offline discussion of the last meeting, one proposal regarding Hybrid model monitoring for UE-side model has been discussed but not agreed.
	Proposal 5.3.3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· Other aspect(s) is not precluded
· Note: At least the performance and reporting overhead of model monitoring mechanism should be considered



We believe hybrid model monitoring can resolve the UE reporting overhead issue of the NW-side Model monitoring, while maintaining the same configuration/signaling overhead for UE measurement. However, we have also noticed that NW-side Model monitoring and Hybrid model monitoring require NW to know which model UE is operating if model-level selection/activation/deactivation/switching/fallback decisions are made at the NW side. Such scheme is only applicable when the LCM methodology is model-ID-based LCM. For functionality-based LCM, since NW can only monitor UE-side models at a functionality level, some of the above decisions cannot be made by NW. Therefore, based on the above discussions, we propose the following,
Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), we support proposal 5.3.3 with the following updates:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· The NW-side control level of the model selection/activation/deactivation/switching/fallback
· Other aspect(s) is not precluded
Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
3. Conclusion
In summary, based on the above discussion we have the following observations and proposals:
Proposal 1: Support the current shape of Proposal 3.2.1 regarding the contents of collected data for training data collection mechanism for NW-side AI/ML model trained at NW side.

Proposal 2:  Support the current shape of proposal 3.2.2 regarding studying the necessity and beam-management-specific potential specification impact of the training data collection mechanism for NW-side AI/ML model trained at NW side.

Proposal 3: We support proposal 4.2.2 regarding additional aspects to facilitate AI model inference for a NW-side AI/ML model with the following update:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following additional aspects (including the necessity) to facilitate AI model inference:
· Quantization of L1-RSRP measurement results
· The default quantization scheme is NR existing quantization for L1-RSRP reporting if no consensus can be achieved on any other quantization scheme(s)
· How NW indicates UE the quantization method to use
· Beam indication of multiple future time instances for BM-Case2
· Note: BM-Case2 predicting for near/far-future time instances should be separately discussed
Note: at least the performance and spec impacts should be considered

Proposal 4: We support proposal 5.1.2 regarding the performance comparison benchmark/reference for AI/ML model monitoring of BM-Case1 and BM-Case2 with the following updates:
For AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives the benchmark/reference (if applicable) for performance comparison as a starting point:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.2: The predicted best beam(s) obtained by model output (e.g., Predicted Top-K Beams)
· FFS: Alt.23: The best beam(s) among those used for AI/ML model inputs (e.g., Beams of Set B)
· FFS: Alt.34: The beam corresponding to some indicated TCI state(s) 
· Other alternatives are not precluded
· Note1: the performance and spec impacts should be considered
· Note2: Legacy mechanism may be reused

Proposal 5: For NW-side model monitoring, the number of beams and the quantity (metric) of the report values in one reporting should be determined by the benchmark alternatives and performance metrics that are used for model monitoring.

Proposal 6: For NW-side performance monitoring for UE side model, focus on the discussion when the performance metric is Alt.2 to Alt.4. 

Proposal 7: To avoid large UE reporting overhead, benchmark Alt.1 should be deprioritized for NW-side performance monitoring for UE side model.

Proposal 8: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), we support proposal 5.3.3 with the following updates:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding Alt.3 (Hybrid model monitoring), study the following aspects as a starting point including the study of necessity: 
· Signaling from gNB to UE for performance monitoring (e.g., dedicated RS configuration for measurement)
· The contents of UE reporting and the UE reporting mechanism to NW
· The NW-side control level of the model selection/activation/deactivation/switching/fallback
· Other aspect(s) is not precluded
Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
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