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Priority for RAN1#112bis-e
	
	Issue
	Topic

	1
	Type-II CJT 
	W2 quantization:  working assumption on Alt3

	2
	
	Finalize mode-1: Alt1 (including alphabet for FD window) vs Alt2

	3
	
	Finalize Parameter Combination: linkage 

	4
	
	Finalize CBSR

	5
	
	Finalize CSI omission

	6
	Type-II Doppler
	Finalize CQI: Exact format for X=2

	7
	
	Finalize NNZC bitmap design

	8
	
	Finalize Parameter Combination    

	9
	
	Progress on CBSR

	10
	
	Finalize UCI omission

	11
	TDCP
	Finalize TRS configuration 

	12
	
	Finalize quantization: amplitude and phase

	13
	
	Progress on Y>1 value(s), D_basic, and delay values

	14
	
	Progress on signaling/configuration of Y

	15
	
	Progress on priority (dropping) rules



1. Type-II CJT

	
	Issue
	Topic

	1
	Type-II CJT 
Type-II CJT 
	W2 quantization:  working assumption on Alt3

	2
	
	Finalize mode-1: Alt1 (including alphabet for FD window) vs Alt2

	3
	
	Finalize Parameter Combination: linkage 

	4
	
	Finalize CBSR

	5
	
	Finalize CSI omission




Table 1A Type-II CJT: issues
	Topic
	Moderator comments and proposals

	3
	[112] Agreement
On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {Ln} for the higher-layer-configured value of NTRP:

	[bookmark: _Hlk128062296]NTRP
	{Ln} combination

	[bookmark: _Hlk128062270]1
	{2}

	
	{4}

	
	{6} (analogous to legacy, only for total # ports =32, rank 1-2, R=1)

	2
	{2,2}

	
	{2,4}, {4,2}

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4}, {2,4,2}, {4,2,2}

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} 

	
	{2,2,4,4} 

	
	{4,4,4,4}


FFS: For NTRP>1, in addition to the supported combinations/permutations, whether to support at least one additional combination where at least one of the Ln values (n=1, …, NTRP) is 6

On the Type-II codebook refinement for CJT mTRP, for Rel-16-based refinement, support at least the following combinations of {pv,} from where the value of {pv,} is gNB-configured via higher-layer (RRC) signaling:

	[bookmark: _Hlk128065209]pv for layers 1-4
	
	Condition(s) 

	{1/8, 1/8, 1/16, 1/16}
 
	¼ 
	--

	
	½ 
	--

	{1/4, 1/4, 1/8, 1/8}
	¼ (*)
	--

	
	½ (*)
	--

	{1/4, 1/4, 1/4, 1/4}
	¾ (*) 
	--

	{1/2, 1/2, 1/2, 1/2}
	½ 
	- Only applicable when NTRP≤3 and NL=1
- Optional


(*) Supported by legacy Rel-16 

On the Parameter Combination of Type-II codebook refinement for CJT mTRP, support linkage between the list of supported {Ln} combinations and list of supported {pv,} combinations via pairing each combination for {pv,} with at least one combination for {Ln}, for each NTRP value.
· FFS (by RAN1#112bis-e): The exact list of supported pairs/linkage, or restriction of {Ln} when paired to each of {pv,}
· FFS (by RAN1#112bis-e): Whether/How to support configuration signalling for indicating the linkage
· Note: While no additional codebook parameter will be introduced, the total number of SD basis vectors across CSI-RS resources can still be used as a criterion for choosing the supported pairs/linkage

Currently we have 16 options for SD combination (with an FFS) and 6 options for FD combination, giving us a total of 96 SD-FD combinations (across all NTRP values). Compared to the legacy (a total of 8), this is excessive. We should reduce the number of total SD-FD combinations to a comparable number to the legacy. Linkage down-selection can help us to achieve that. But since NTRP is not a variable in Parameter Combination, it may suffice to reduce the number of SD-FD combinations, for a given NTRP value, to a number comparable to the legacy Type-II codebooks (approximately 8). Currently:
· NTRP =1: 3x6=18 SD-FD combinations 
· NTRP =2: 4x6=24 SD-FD combinations 
· NTRP =3: 5x6=30 SD-FD combinations 
· NTRP =4: 4x5 (FD combo #6 doesn’t apply) =20 SD-FD combinations 

Q2.1: For each supported NTRP value (1, 2, 3, and 4), please suggest some pairs/linkages of SD and FD to be removed to reduce the number of supported SD-FD combinations. 
· In other words, for each supported NTRP value, and for each supported (pv,) values, please select a subset of Ln combinations (from the supported Ln combination table) to be supported 

Q2.2: Please share your view on adding another SD combination which includes at least one Ln=6. 


Proposal 1.C.1: On the Parameter Combination of Type-II codebook refinement for CJT mTRP, only the following linkages are supported (marked ‘x’)
· For NTRP =1, 
· For Rel-16 eType-II based: fully reuse seven out of the eight Parameter Combinations from Rel-16 eType-II as indicated in the table below
· FFS (by RAN1#112bis-e): whether to add one more Parameter Combination for L=4 based on the legacy Rel-16 eType-II FD combo {½, ½, ¼, ¼; ½} or the agreed FD combo {½, ½, ½, ½; ½}, or not to add from the indicated seven below
· For Rel-17 FeType-II based, fully reuse the eight Parameter Combinations from Rel-16 eType-II
· For NTRP >1, only the following linkages are supported (marked ‘x’)

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	X
	X 
	
	

	
	4
	
	
	X 
	X 
	X 
	

	
	6  w restriction
	
	
	
	X 
	X 
	

	2
	{2,2}
	x
	
	
	
	
	 

	
	{2,4}
{4,2}
	x
	
	
	
	
	 
 

	
	{4,4}
	
	x
	 
	x
	
	x

	3
	{2,2,2}
	x
	x
	
	
	
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	x
	x
	 
 
 
	x
	
	 
 
 

	
	{4,4,4}
	x
	x
	 x
	x
	x
	x

	4
	{2,2,2,2}
	x
	
	
	
	
	N/A

	
	{2,2,2,4} 
	x
	
	
	
	
	N/A

	
	{2,2,4,4} 
	 
	
	 
	x
	x
	N/A

	
	{4,4,4,4}
	 
	x
	 
	 x
	x
	N/A





	5
	[112] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, down-select between the following three alternatives (by RAN1#112-bis where n denotes the n-th CSI-RS resource):
· Alt1. Prio(,l,m,n)=() .N.RI.P(m)+N.RI.l(n)+N.n 
· Note: This implies that CSI-RS resource is designated the highest priority
· Alt2. Prio(,l,m,n)=2L’.Q(n).RI.N3+2L’.RI. P(m)+RI.l(n)+
· Note: This implies that CSI-RS resource is designated the lowest priority (after FD basis)
· Note: L’ denotes the max value of Ln from all selected N CSI-RS resources
· FFS: Q(n) maps the index n according to a rule, e.g., Q(n)=n, or Q(n)=0 if n corresponds to strongest TRP/SCI.
· Alt3. Replace SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m

Q5.1: Please share your view on UCI omission

Proposal 1.E.1:
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, support (Alt3) replacing SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
· FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m





Table 1B Type-II CJT: parameter combination
	[bookmark: _Hlk128956694]NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	
	
	
	

	
	4
	
	
	
	
	
	

	
	6 w/ restriction
	
	
	
	
	
	

	2
	{2,2}
	
	
	
	
	
	

	
	{2,4}
	
	
	
	
	
	

	
	{4,2}
	
	
	
	
	
	

	
	{4,4}
	
	
	
	
	
	

	3
	{2,2,2}
	
	
	
	
	
	

	
	{2,2,4} 
	
	
	
	
	
	

	
	{2,4,2}
	
	
	
	
	
	

	
	{4,2,2}
	
	
	
	
	
	

	
	{4,4,4}
	
	
	
	
	
	

	4
	{2,2,2,2}
	
	
	
	
	
	N/A

	
	{2,2,2,4} 
	
	
	
	
	
	N/A

	
	{2,2,4,4} 
	
	
	
	
	
	N/A

	
	{4,4,4,4}
	
	
	
	
	
	N/A


X= supported
--= not supported

Table 2 Type-II CJT: inputs from companies
	Company
	Input

	Mod V0
	Please share your views on the offline questions in TABLE 1A

	Samsung
	Q2.1: 
· For each NTRP, we support up to 8 linkage pairs between {Ln} and (pv,beta), as in legacy
· For each NTRP, and for a given (pv, beta), the number of {Ln} combinations linked to the (pv, beta) can be small, e.g., 1 or 2. The exact number should be determined based in UPT vs overhead tradeoff.
[Mod: UPT for overhead regime is a good criterion, but complexity should also be taken into account. Typically, more complex combinations tend to net better UPT, i.e. the ones with larger “Ltot”. It seems your proposal below favors/is too biased towards larger L/Ltot for this reason. One example is that for NTRP=1, 3 out of 8 linkages are associated with the restricted/optional L=6 which seems counter to Rel-16 Parameter Combination where only 1 out of 6 is associated with L=6. I don’t think this is a good choice. Other than that. For Ntrp>1, some FD parameters seem missing since you choose more combinations associated with larger Ltot.
In short while the SLS-based methodology is commendable, the selection can still be improved considering other factors. 
Lastly please mention your assumptions for the SLS, e.g. scenarios, # ports per TRP etc.]

In our SLS results, we have identified up to 8 best linkage pairs for each NTRP, as in the following table. 

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	o
	o
	
	
	
	

	
	4
	o
	
	o
	o
	
	

	
	6 w/ restriction
	
	
	
	o
	o
	o

	2
	{2,2}
	o
	
	
	
	
	

	
	{2,4}
	o
	
	
	
	
	

	
	{4,2}
	o
	
	
	
	
	

	
	{4,4}
	o
	o
	
	
	o
	o

	3
	{2,2,2}
	o
	
	
	
	
	

	
	{2,2,4} 
	o
	
	
	
	
	

	
	{2,4,2}
	o
	
	
	
	
	

	
	{4,2,2}
	o
	
	
	
	
	

	
	{4,4,4}
	o
	o
	
	o
	o
	

	4
	{2,2,2,2}
	o
	
	
	
	
	N/A

	
	{2,2,2,4} 
	o
	
	
	o
	o
	N/A

	
	{2,2,4,4} 
	
	o
	
	o
	o
	N/A

	
	{4,4,4,4}
	
	
	
	
	o
	N/A





Q2.2: we don’t support any new Ln=6 combinations due to
· High UE processing complexity
· Worse performance than other combination using Ln={2,4} under a same Ltot constraint
· High overhead
Q5.1: 
· Do not support Alt2, CSI omission is an emergency scheme addressing an issue that rarely happens, hence there is no need to over-design by introducing mapping such as Q(n). Besides, dynamic TRP selection can be used to address/avoid CSI omission
· Also, the TRP dimension as a spatial domain should have at least the same priority of SD (i.e., Alt1 and Alt3). 
· Between Alt1/3, we prefer Alt1

	NTT DOCOMO
	Q2.1: 
· At least for NTRP=1, we think it is reasonable to support no more than 8 linkage pairs, like legacy. And the parameter combinations supported in legacy should be considered. For NTRP=1, we suggest supporting following linkage pairs.
	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	Y
	Y
	
	

	
	4
	
	
	Y
	Y
	Y
	

	
	6 w/ restriction
	
	
	
	Y
	Y
	


[Mod: While I agree that it would be nice to support only 8, it is unfortunate if some agreed FD parameters are not supported for NTRP=1.]

Q2.2:
· When NTRP > 1, since UE can perform and report TRP selection, it is possible that UE reports single-TRP CSI to NW. But based on current supported {Ln} combinations, Ln=6 is not supported when single-TRP is selected/reported by UE, while Ln=6 is supported when single-TRP is configured by NW. We think it is good to consider consistent support of Ln=6 for single-TRP.
· Thus, we support additional {Ln} combination with Ln=6 for each Ln value, but this {Ln} combination can be selected by UE only when UE reports TRP selection as single-TRP.
Q5.1: 
· In our understanding, CJT is beneficial in joint operation of mTRP and UE measures the composite channel of mTRP. When CSI omission happens, we do not prefer to drop all the information for a specific TRP. Thus, Alt2 is not preferred.
· We think the main difference among different TRPs/CSI-RS resources is SD basis selection. So it is good to handle CSI-RS resources in SD basis. Thus, between Alt1 and Alt3, Alt3 is preferred.

	ZTE
	Q2.1: 
· Regarding parameter combination for CJT
· Simulation assumption:
· Average UPT/5% cell-edge UPT under 32T4R, Inter-site CJT, NTRP=1-4, UE-assisted TRP further selection, and dynamic RANK from 1 to 4. 
· For each curve/points with same color, beta values follow the agreement in RAN1#112 meeting. 
· General principle: 
· Upper bound of UPT performance in CJT-mTRP should also be considered for commercial promotion, besides for UPT vs overhead.
· Separate configuration of {Ln} and {Pv, Beta}, due to unclear relationship between Ltot, Pv, Beta due to a large range of NTRP (e.g., from 1 to 4).
· No strong preference for the cases of unequal distribution of Ln (e.g., (4,2,2)) for different SD combo

	[image: ][image: ][image: ][image: ]



	[image: ][image: ][image: ][image: ]



Then, we have the following preference. 

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	X
	 
	 
	 
	 

	
	4
	
	X
	
	X
	
	X

	
	6 w/ restriction
	 
	X
	
	X
	
	X

	2
	{2,2}
	
	X
	 
	X
	
	

	
	{2,4}
	No strong preference

	
	{4,2}
	

	
	{4,4}
	
	X
	 
	X
	
	X

	3
	{2,2,2}
	
	X
	 
	X
	X 
	 

	
	{2,2,4} 
	No strong preference

	
	{2,4,2}
	

	
	{4,2,2}
	

	
	{4,4,4}
	
	X
	
	X
	
	X

	4
	{2,2,2,2}
	X
	X
	 
	X
	
	N/A

	
	{2,2,2,4} 
	No strong preference
	N/A

	
	{2,2,4,4} 
	
	N/A

	
	{4,4,4,4}
	
	X
	
	X
	X
	N/A


X= supported
--= not supported
[Mod: This has the same problem as Samsung where some FD parameters are not supported for a given NTRP value. Please check my comments for Samsung]

Q2.2: We support new Ln=6 combinations for NTRP > 1, and some comparison results can be found in the above figure. It is observed that there is a clear performance gain if having Ln=6 for NTRP > 1. As a compromise, we may consider NTRP={2, 3} as a starting point. Then, the following combination should be considered:

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{6,6}
	
	X
	 
	X
	
	X

	3
	{6,6,6}
	
	X
	
	X
	
	X



Q5.1: 
· In our understanding, once one information of a TRP is dropped as suggested in Alt2, it is natural for gNB to release one TRP for serving other UEs. We observe the clear performance benefits compared with Alt1/3 (that are almost the same due to that the omission is handled by significant-dominant parameter). 
· Regarding comments from Samsung, we have different views that for CSI-omission, it only occurs just before PUSCH transmission (handling UCI payload(s)). When performing TRP selection, UE may not have any ideas about CSI omission. That means that dynamic TRP selection can NOT be used to address/avoid CSI omission.
· Then, for details, we do not think the legacy function of P(n) may not be needed (although we do not have strong preference).
· In short, we support Alt2. 
· Then, Q(n) maps the index n according to a rule, where Q(n)=0 if n corresponds to strongest TRP/SCI, and then for rest, we are open to alternatives, e.g., a simple example: Q(n)=n+1. 

[image: ]
Figure 1 UPT comparison for Alt-1/3 and Alt2 in CSI-omission, {LN, pv, beta} = {4, 1/2, 1/2}, {4, 1/4, 1/2}, {4, 1/8, 1/2}



	Apple
	Q2.1
We prefer to have {Ln} with the same entries as the baseline. For example, in the legacy table, for L=2, it includes {2}, {2,2}, {2,2,2}, {2,2,2,2}. 
{Ln} with unequal entries can be considered as additional parameter configurations. 

Q2.2
We slightly prefer not to add another SD combination which includes at least one Ln=6.

Q5.1
We prefer Alt1. UE already selects the TRP to be reported. Once UE selects the TRP, it is more reasonable to fit in as many TRPs as possible. 

	MediaTek
	Q2.2
We prefer not to add SD combination which includes Ln=6

Q5.1
Same view as Samsung, we do not support CSI-RS index least priority (Alt 2). The reason is that when UE computes the CJT precoder according to certain mTRP hypothesis and UCI omission happens, the remaining precoder coefficients cannot be used to reconstruct a lower mTRP precoder.
Further, in any alternative, we do not prefer any CSI-RS index permutation. The gNB based on RSRP reports can index the CSI-RS ports/resources, and UE can use the natural CSI-RS indices to index the TRPs or overall SD beams.

Our first preference is Alt 1 (CSI-RS index highest priority). In this scenario, mTRP CJT can be used to obtain at least a beamforming gain utilizing all TRP precoder coefficients.

Our second preference is Alt 3, where SD beams are indexed as explained before (i.e., without any CSI-RS index permutation)

	Fraunhofer IIS/HHI
	Q2.1 and Q 2.2: 
No strong opinion on these issues.

Q5.1: If omission occurs, with Alt 2, a proper single TRP transmission or a multi-TRP transmission with less than  selected TRPs can always be ensured which is not the case with either Alt 1 or Alt 3. Also, as the number of cooperating TRPs is varying, a simple solution is to order the CSI associated with each TRP separately which is only possible with Alt 2. In short, we prefer Alt 2. 


	LG
	Q2.1
At least legacy combination should be supported for the sum of Ln as follows:
Table 1B Type-II CJT: parameter combination
	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	X
	X
	
	

	
	4
	
	
	X
	X
	X
	

	
	6 w/ restriction
	
	
	
	X
	X
	

	2
	{2,2}
	
	
	X
	X
	X
	

	
	{2,4}
	
	
	
	X
	X
	

	
	{4,2}
	
	
	
	X
	X
	

	
	{4,4}
	
	
	
	
	
	

	3
	{2,2,2}
	
	
	
	X
	X
	

	
	{2,2,4} 
	
	
	
	
	
	

	
	{2,4,2}
	
	
	
	
	
	

	
	{4,2,2}
	
	
	
	
	
	

	
	{4,4,4}
	
	
	
	
	
	

	4
	{2,2,2,2}
	
	
	
	
	
	N/A

	
	{2,2,2,4} 
	
	
	
	
	
	N/A

	
	{2,2,4,4} 
	
	
	
	
	
	N/A

	
	{4,4,4,4}
	
	
	
	
	
	N/A


X= supported
--= not supported

[Mod: Please check my comments for Samsung and NTT DOCOMO]
Q2.2
We prefer not to add SD combination which includes Ln=6

Q5.1
We do not support Alt2 since it can drop all the information for a specific or a group TRP(s), reducing the benefit of mTRP transmission. Also, we don’t expect meaningful performance difference between Alt 1 and Alt 3, so we prefer Alt 3, which is simple extension of legacy. 


	NEC
	Q2.2
We share similar view as DoCoMo that {Ln}=6 can be supported at least when single-TRP selected based on UE side TRP selection.

Q5.1
In case of UCI omission, we prefer to at least keep whole information for a TRP (at least TRP associated with SCI) as much as possible. We are fine with either Alt 2 or Alt 3, and Alt 2 is preferred.

	vivo
	Q2.1
We are okay to reduce the supported parameter combinations for each NTRP to around 8.
For NTRP=1, we don’t see any issue to reuse legacy eight codebook parameters. Hence legacy configurations should be reused.
For other NTRP values, we can decide the final combinations based on simulation results.

Q2.2
Due to UE complexity, we don’t support to extend Ltot to larger than 16, which is the current maximum Ltot value, even Ln=6 is introduced.

Q5.1
Our first preference is Alt 3 as it is a natural extension of the current Pri determination mechanism. In our understanding, it is just to extend the legacy 2L SD basis to 2Ltot SD basis in CJT. Alt 2 is our second preference.


	Mod V11
	This is the current situation: 
Additional SD combinations with Ln=6 for NTRP>1
· Support/fine: Huawei/HiSi, NTT DOCOMO (when N=1), ZTE, NEC (when N=1)
· Not support/concern: Samsung, Apple, MediaTek, LG, 

UCI omission:
· Alt1: Samsung, NTT DOCOMO (2nd), Apple, MediaTek
· Alt2: ZTE, Fraunhofer IIS/HHI, NEC, vivo (2nd) 
· Alt3: Samsung (2nd), NTT DOCOMO, MediaTek (2nd), LG, NEC (2nd), vivo 

Re the linkage issue, please keep in mind that the default is that all valid linkages based on the already agreed SD and FD parameter values are supported. The discussion is on which linkages can be excluded, rather than which linkages should be supported. Please keep this in mind. So far companies seem to have misunderstood about this. 

Based on the above comments, the following proposal can be made:

Proposal 1.E.1:
On the Type-II codebook refinement for CJT mTRP, regarding UCI omission, support (Alt3) replacing SD basis index l in legacy Prio calculation with , i.e., SD basis index over all resources: Prio(,l,m,n) = 2Ltot.RI.P(m)+ RI.+RI.l(n)+
· FFS: FD permutation P(.) as Rel-16-analogous, or no permutation i.e. P(m)=m



	Spreadtrum
	Q2.1 
Support choosing the SD-FD combinations with the uniform distributed overhead and the best UPT for each overhead. 
Q2.2
We prefer not to add new combinations with Ln=6.
Q5.1
In our views, TRP level UCI omission is beneficial to allow gNB to reconstruct precoders for at least one TRP. The reconstructed precoders can be used for s-TRP transmission. We prefer Alt2.

	OPPO
	Q2.2
Prefer not to add additional SD combinations for Ln=6.

Q5.1
Our preference is Alt 2. For C-JT transmission, the practical gain is impacted by the synchronization condition among cooperative TRPs. If the synchronization is non-ideal in practical deployment, additional TRP may not always provide gain for CJT, and can be used to serve another UEs. It is preferred that the CSI omission is based on TRP/CSI-RS resource.

	Qualcomm
	Q2.1
To make CJT more realistic for implementation, UE test case should be limited.
One lesson learned from Rel-16 is, UE implementation efforts for even 8 ParamCombos are wasteful – we observe many PCs are never configured by network, except for one or two typical cases e.g. PC6. 
Network side has the freedom of configuration, however, UE has to implement and test every case, regardless of configured or not, by any infra.

Come back to Q2.1.
First of all, we don’t think defining new ParamCombos for sTRP (NTRP=1) than Rel-16 is necessary, which anyway should not be the focus of CJT mTRP – same view as @vivo;
For NTRP>1 (2, 3, or 4), we think total number of ParamCombos should be limited as 8, as a comparable implementation effort as Rel-16 regarding implementing a new Type-II codebook. – The best we can compromise is, basic UE feature for CJT should be limited to 8 PCs
One suggested way to achieve this goal: Since from UE implementation perspective, Ltot is a critical parameter for UE complexity, and it is likely to have smaller/larger Ltot as basic/optional UE feature respectively, we suggest:
For all agreed Ln-combinations, basic/optional Ltot is {4,6,8,10,12,16} respectively.
Besides, we are OK to merge Ln-combinations with same NTRP&Ltot as one same PC, e.g. {NTRP=2,{2,4}{4,2}}, or {NTRP=3,{2,2,4}{2,4,2}{4,2,2}} – this can be seen as increasing de facto total PCs
In this way, for basic UE feature, only 6 SD combos need to be linked to FD combo, each can have 1 or 2 linkages for 8 PCs in total
	NTRP
	SD combo

	
	

	2
	{2,2}

	
	{2,4}
{4,2}(merged)

	
	{4,4}

	3
	{2,2,2}

	
	{2,2,4} 
{2,4,2}
{4,2,2}(merged)

	
	{4,4,4}

	4
	{2,2,2,2}

	
	{2,2,2,4} 

	
	{2,2,4,4} 

	
	{4,4,4,4}


Note: 
· What we suggest is just an example to illustrate this methodology to reduce total PCs is workable – the specific value(combo)s for basic/optional UE feature can of course be further discussed
· Other than basic UE feature, it does not preclude optional UE feature to have PCs linked with basic Ltot e.g. {4,6,8}

Q5.1
Alt2

	Intel
	Q2.1
For NL > 1 {Ln} combinations, it is not clear for us if different {pv, beta} values can be configured for different {Ln} combinations. If the same {pv, beta} is configured, then it seems it is preferable to support the same {pv, beta} for the {Ln} combinations with the same NTRP , or {pv, beta} shall at least be overlapping for different {Ln}.

Q2.2
L = 6 for eType II PMI codebook has higher PMI search complexity comparing to L = {4, 2}. For CJT PMI codebook, the complexity is defined by sum of the Ln values (LTOT). Thus, we are fine to accept parameter combination with Ln = 6 if LTOT value is not larger than other combinations, if justified by better performance. 

Q5.1
We support Alt 3. So, we support the Proposal 1.E.1 shared by the moderator.


	Xiaomi
	Q2.1
For NTRP=1, it is straightforward to reuse the legacy combinations. And our preference can be seen in the following table where ‘?’ means no strong preference to support it or not and ‘X’ means slightly prefer to support it.
	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	--
	--
	X
	X
	?
	?

	
	4
	--
	--
	X
	X
	X
	X

	
	6 w/ restriction
	?
	?
	?
	X 
	X
	--



While for NTRP>1, if the sum of SD basis of MTRP equals to 2, 4 or 6, legacy combinations can be supported. If the sum if larger than 6, the FD combination with lower value can be supported to reduce the signaling overhead.

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	--
	--
	X
	X
	X
	X

	
	{2,4}
	--
	--
	--
	X 
	X 
	--

	
	{4,2}
	--
	--
	--
	X 
	X 
	--

	
	{4,4}
	?
	?
	?
	?
	--
	--

	3
	{2,2,2}
	--
	--
	?
	X 
	X
	?

	
	{2,2,4} 
	X
	X
	?
	?
	--
	--

	
	{2,4,2}
	X
	X
	?
	?
	--
	--

	
	{4,2,2}
	X
	X
	?
	?
	--
	--

	
	{4,4,4}
	X
	X
	?
	?
	?
	?

	4
	{2,2,2,2}
	X
	X
	?
	?
	--
	N/A

	
	{2,2,2,4} 
	X
	X
	?
	--
	--
	N/A

	
	{2,2,4,4} 
	X
	?
	--
	--
	--
	N/A

	
	{4,4,4,4}
	X
	?
	--
	--
	--
	N/A




Q2.2
Slightly prefer not to support Ln = 6 for NTRP>1

Q5.1
Support Alt3.
For Alt 1, UE can be severed by all cooperation TRPs after CSI omission. The performance may be significantly degraded since there is not too much non-zero coefficients for each TRP once CSI omission occasions. For Alt3, the performance loss is limited since non-zero coefficients for each TRP can be saved as much as possible, although UE may be not served by all TRPs. The priority definition of Alt2 is more complexity than that of others ones, which is not necessary since CSI omission is not frequently occurred. 

	CATT
	Q2.1: For each NTRP, comparable number of SD-FD combinations as Rel-16, e.g., can be selected based on evaluation results. For NTRP = 1, legacy configurations shall be supported.
Q2.2: Agree with NTT DOCOMO that Ln = 6 shall be consistently supported when UE selects a single TRP from multiple configured TRPs. We support to have additional {Ln} combinations with Ln = 6.
Q5.1: Support Alt2. When UCI omission occurs, it is unlikely for gNB to perform CJT transmission based on incomplete CSI reporting. Instead, gNB may choose single TRP transmission or CJT transmission with less number of TRPs for safer operation. 


	Huawei, HiSilicon
	Q2.1
Regarding parameter combinations for Rel-16-based enhancement, SLS results for inter-site CJT are provided in below figures. It can be observed that,
· For {Ln} combinations where each Ln=2, adding overhead by only enlarging pv and/or beta (such as {pv, beta} combo #3~#6) has no significant performance compared with other {Ln} combinations. 
· For given NTRP, the {Ln} combinations with at least one Ln=4 have similar performance-overhead tradeoff. It may be hard to select some of the combinations. In our understanding, it is more reasonable to configure {Ln} and {pv, beta} pairs based on gNB implementation other than predefined pairs/linkage.
· If majority companies prefer predefined linkage/pairs, we are also OK to discuss on it. We suggest to support below-listed combination pairs based on the simulation results. It should be noted that, in our understanding, the unequal {Ln} combination and its permutations (such as {2,2,4},{2,4,2}, {4,2,2}) should be treated as one category which have the same overhead. If gNB configures the CSI-RS resource index properly, these combinations can achieve equivalent performance. Hence, they need to be linked to the same {pv, beta} combinations.
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	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	Y
	Y
	
	
	
	

	
	4
	Y
	Y
	
	Y
	Y
	

	
	6 w/ restriction
	
	
	
	Y
	Y
	

	2
	{2,2}
	Y
	
	
	
	
	

	
	{2,4}
	Y
	Y
	
	
	Y
	

	
	{4,2}
	
	
	
	
	
	

	
	{4,4}
	
	Y
	
	Y
	
	Y

	3
	{2,2,2}
	Y
	
	
	
	
	

	
	{2,2,4} 
	Y
	Y
	
	Y
	Y
	

	
	{2,4,2}
	
	
	
	
	
	

	
	{4,2,2}
	
	
	
	
	
	

	
	{4,4,4}
	
	Y
	
	Y
	Y
	

	4
	{2,2,2,2}
	Y
	
	
	
	
	N/A

	
	{2,2,2,4} 
	Y
	Y
	
	
	
	N/A

	
	{2,2,4,4} 
	
	
	Y
	Y
	Y
	N/A

	
	{4,4,4,4}
	
	
	
	Y
	
	N/A




Q2.2
Firstly, as commented by DCM and NEC, some multi-TRP combinations including Ln=6 should be included, so that when UE selects one single TRP, the Ln=6 can also be used.

Secondly, for multi-TRP CJT transmission, we support to add new {Ln} combinations with at least one Ln=6 for NTRP>1. 
· Regarding the concern about high overhead and complexity, it is  which affects the reporting overheads and UE complexity, other than the specific value of Ln. For example, {6,4,2} with Ltot = 12 can has similar NZCs reporting overhead and UE complexity as{4,4,4} with Ltot =12.
· Based on above SLS results, including Ln=6 has a better performance-overhead tradeoff compared with other combinations, especially in the larger overhead regime. {6,4}, {6,4,2}, {6,4,2,2} and their permutations should be added. And we suggest to support the following pairs (which are circled in blue in above figure).

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{6,4} and permutations
	
	
	 
	Y
	Y
	Y

	3
	{6,4,2} and permutations
	
	Y
	
	Y
	Y
	

	4
	{6,4,2,2} and permutations
	
	
	Y
	Y
	Y
	N/A



Q5.1
We prefer Alt2 where CSI-RS resource to be the lowest priority. 
· The primary TRP has stronger NZCs than the other TRPs, which has greater impact on the PMI feedback precision. 
· Because of the impairment of signals between multi-TRP, single-TRP transmission can have a better performance. Therefore, in UCI omission scenario, it’s beneficial to fallback to single-TRP transmission.
With Alt2, it can fallback to single-TRP transmission when UCI is omitted. The omitted TRPs can still serve other UEs and can have a better interference handling.

	MediaTek
	Q 2.1

We also don’t think of any reason to support new combinations for NTRP = 1.

For NTRP > 1:
By current agreement, gNB configures NL (up to 4) combinations of {Ln} and the UE reports the best combination. However, if each of the NL combinations are not one-to-one mapped to a particular (pv, beta) combination, UE would need to pick and report the best (pv, beta) – a situation we want to avoid. In this case, the gNB needs to configure a single (pv, beta) which is allowed for all the combinations (which, for example, in the table proposed by Samsung, seems to be very limited – only the first (pv, beta) value seems to be suitable for most combinations).

To avoid such situations of having 4 tables of parameter combinations (one for each NTRP), and supporting (pv, beta) to suit all combinations, a better way to limit parameter combinations would be to link the options of {Ln} and (pv, beta) via Ltot , as mentioned by Qualcomm. A single table could be defined in a manner to limit the Ltot for certain combinations of (pv, beta) based on performance-overhead tradeoff:

	Combination
	 for layers 1-4
	
	Conditions on 

	1
	
	
	Not applicable for 

	2
	
	
	Not applicable for 

	3
	
	
	-

	4
	
	
	-

	5
	
	
	Not applicable for 

	6
	
	
	Not applicable for 



As an example, the first two rows of restrictions on Ltot are because we expect the performance to degrade for such small Ltot and excessive FD and NZC compression. The last two rows are because the overhead is very high with large Ltot. The gNB based on this table could configure a single (pv,beta) allowed for all the Ltot values of the NL combinations.

This is just a starting point and we are open to discussion on improvising the linkage / further restriction on Ltot.


	Mod V21
	This is the current situation.

Additional SD combinations with Ln=6 for NTRP>1
· Support/fine: Huawei/HiSi, NTT DOCOMO (when N=1), ZTE, NEC (when N=1), CATT (when N=1), 
· Not support/concern: Samsung, Apple, MediaTek, LG, Spreadtrum, OPPO, Qualcomm, Intel, Xiaomi, 
It seems there is no consensus in adding new SD combinations with Ln=6 for NTRP>1

UCI omission:
· Alt1: Samsung, NTT DOCOMO (2nd), Apple, MediaTek
· Alt2: ZTE, Fraunhofer IIS/HHI, NEC, vivo (2nd), Spreadtrum, OPPO, Qualcomm, CATT, Huawei/HiSi,  
· Alt3: Samsung (2nd), NTT DOCOMO, MediaTek (2nd), LG, NEC (2nd), vivo, Intel, Xiaomi,  
Hence Proposal 1.E.1 still remains

Re the linkage issue, I will review the available SLS results and make some recommendation (also taking into account companies’ views especially those with SLS results)


	AT&T
	Q 2.1
· For NTRP =1, we support the legacy combination of (Ln,pv,β) shown in the table below.

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	Y
	Y
	
	

	
	4
	
	
	Y
	Y
	Y
	

	
	6 w/ restriction
	
	
	
	Y
	Y
	



· For NTRP>1, the results from SAM, ZTE, & Huawei show that SD combo with (Ln = 4, n=1:NTRP i.e. {4,4} for NTRP =2, {4,4,4} for NTRP =3, & {4,4,4,4} for NTRP =4) seem to almost outperform the rest of SD combo. Assuming that (pv,β) can be configured per CSI-RS resource, this may imply that the SD combo with (Ln = 4, n=1:NTRP) can accommodate all the other options of the SD combo by having proper configuration of (pv,β). This can be used to reduce the number of linkage pairs (Ln,pv,β). 
 
Q 2.1
· We do not prefer to add Ln=6 for NTRP>1


	Nokia/NSB
	Q5.1

Support Proposal 1.E.1. Our first preference is Alt3 because it is a straightforward extension of the legacy Pri function. Second preference is Alt 1. We do not see the need or benefit for the design in Alt 2. In Alt 2, TRPs are given the lowest priority so there is high probability that entire TRPs are omitted, however CJT layers are formed by the contributions of all SD bases, so removing groups of SD bases from all layers is going to increase interference between layers. Besides, other than the strongest TRP, it is not possible to order the other N-1 TRPs from strongest to weakest with a fixed function Q(n)


	Samsung
	Q2.1
On the SLS results that we provided here (the previous SLS results as well), we considered 
· intra-site inter-cell scenarios for  and  cases and 
· intra-site intra-cell scenarios (D-MIMO) for  and  cases.
· The number of ports per TRP is shown in each figure.
In addition to the results of 16 ports per TRP for , we further performed SLS simulations for the cases of 8 ports per TRP and 32 ports per TRP for , as shown in the figures below.

Based on the new results, for , we added more linkages that yield good performance (denoted by red circles) in each scenario.  The linkages shown in the following table are what we don’t want to remove from the default/supported linkages/pairs derived from the agreed SD and FD parameter values. 

We are fine with keeping only the 7 (remaining) legacy combinations for .


	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	o
	
	
	
	
	

	
	{2,4}
	o
	
	
	
	
	

	
	{4,2}
	o
	
	
	
	
	

	
	{4,4}
	o
	o
	
	o
	o
	o

	3
	{2,2,2}
	o
	
	
	
	
	

	
	{2,2,4} 
	o
	o
	
	
	
	

	
	{2,4,2}
	o
	o
	
	
	
	

	
	{4,2,2}
	o
	o
	
	
	
	

	
	{4,4,4}
	o
	o
	
	o
	o
	o

	4
	{2,2,2,2}
	o
	
	
	
	
	N/A

	
	{2,2,2,4} 
	o
	
	
	o
	o
	N/A

	
	{2,2,4,4} 
	
	o
	
	o
	o
	N/A

	
	{4,4,4,4}
	
	o
	
	
	o
	N/A



Q5.1
Although our 1st preference is Alt1, we are fine with proposal 1.E.1 (Alt3) for progress. 

[image: ]



	Fujitsu
	Q2.2: Support to add Ln = 6 for NTRP=1.
[Mod: This is already supported and agreed]
Q5.1: Similar views with Huawei and CATT, we prefer Alt2 to better fallback to single TRP. 

	Ericsson
	Q2.1:  For parameter combination issue, we are fine to remove some {Ln} and {beta, pv} combinations that result in very large overhead.  But we want to clarify our understanding that when the gNB configures NL>1 {Ln} combinations, each {Ln} combination may require a different {beta, pv}.  So, we think it is better if gNB can configure one {beta, pv} combination for each of the NL {Ln}combinations.
[Mod: It has been agreed that (beta, pv) is RRC configured which assumes a single value. Hence NL>1 only applies for FD combos with >1 valid SD combos]
Q2.2:  for NTRP>1, we don’t see a strong need to add SD combinations with Ln = 6.
Q5.1:  on UCI omission:  our preference is either Alt 3 or Alt 2.  So, we are fine with FL’s proposal 1.E.1.

	InterDigital
	Q2.1 and Q 2.2: We don’t have a strong opinion on these issues.

Q5.1: We support Alt 1.

	CMCC
	Q2.2: Support to have at least one parameter combination when N=1 so that UE could have better performance when switching to Single TRP. For example, {2,6} when NTRP = 2, {2, 2, 6} when NTRP = 3.
Q5.1: Support Alt2. When CSI omission happens, only some TRP’s CSI will be affected, just like passive fallback to less TRPs transmission after UE’s dynamic TRP selection. gNB could choose single TRP transmission or CJT transmission with a smaller number of TRPs after receiving such omitted CSI and could use these omitted TRP(s) for other UE’s transmission.

	Lenovo/MotM
	Question 2.1: 
Our preference is to support two possible pair values of {beta, pv} for each {Ln} combination

Question 2.2: 
We do not support combinations with Ln = 6 for NTRP >1 due to complexity
 
Question 5.1: 
Prefer Alt2, share similar views as Huawei, CATT and Fujitsu

	Sony
	Q2.2: We slightly prefer not to add SD combinations which include at least one .
Q5.1: We prefer Alt2 since, as already pointed out by others, the gNB can fallback to single-TRP transmission in the event of UCI omission.

	Google
	Q2.1/Q2.2: OK with the table
Q5.1: OK with current proposal 1.E.1

	Mod V34
	This is the current situation. 

Additional SD combinations with Ln=6 for NTRP>1
· Support/fine: Huawei/HiSi, NTT DOCOMO (when N=1), ZTE, NEC (when N=1), CATT (when N=1), CMCC (when N=1) 
· Not support/concern: Samsung, Apple, MediaTek, LG, Spreadtrum, OPPO, Qualcomm, Intel, Xiaomi, AT&T, Nokia/NSB, Ericsson, Lenovo/MotM, Sony, [Google]

UCI omission:
· Alt1: Samsung, NTT DOCOMO (2nd), Apple, MediaTek, Nokia/NSB (2nd), IDC 
· Alt2: ZTE, Fraunhofer IIS/HHI, NEC, vivo (2nd), Spreadtrum, OPPO, Qualcomm, CATT, Huawei/HiSi, Fujitsu, Ericsson (2nd), CMCC, Lenovo/MotM, Sony   
· [1.E.1] Alt3: Samsung (2nd), NTT DOCOMO, MediaTek (2nd), LG, NEC (2nd), vivo, Intel, Xiaomi, Nokia/NSB, Ericsson, Google
Note that fallback to sTRP upon UCI omission is expected to result in the largest UPT loss since the gain of CJT is large. Therefore rom FL perspective Alt2 has some serious technical issue.

Re CJT parameter combination, based on the available SLS results (only from 3 companies: Huawei/HiSi, Samsung, ZTE) as well as taking into account some other inputs for NTRP=1:
· For NTRP=1, there is no reason to deviate from legacy. Hence it is proposed that the 8 legacy combos are supported.
· For NTRP>1, this is a summary of the proposed linkages

The FL proposal for NTRP>1 is to keep only the green highlighted linkages where at least 2 out of 3 companies show the benefit:

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	SS, HW
	 ZTE
	 
	ZTE 
	 
	 

	
	{2,4}
{4,2}
	SS, HW
	HW 
 
	 
 
	 
 
	 HW
	 
 

	
	{4,4}
	SS
	SS, ZTE,
HW
	 
	SS, ZTE,
HW
	SS
	SS, ZTE, HW

	3
	{2,2,2}
	SS, HW
	 ZTE
	 
	 ZTE
	ZTE 
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	SS, HW
	SS,
HW
	 
 
 
	 HW
	 HW
 
	 
 
 

	
	{4,4,4}
	SS
	SS, ZTE, HW
	 
	SS, ZTE, HW
	SS, HW
	SS, ZTE

	4
	{2,2,2,2}
	SS, ZTE, HW
	ZTE 
	 
	ZTE 
	 
	N/A

	
	{2,2,2,4} 
	SS, HW
	HW 
	 
	SS
	SS
	N/A

	
	{2,2,4,4} 
	 
	SS
	 HW
	SS, HW
	SS, HW
	N/A

	
	{4,4,4,4}
	 
	SS, ZTE
	 
	 ZTE, HW
	SS, ZTE
	N/A



Proposal 1.C.1: On the Parameter Combination of Type-II codebook refinement for CJT mTRP,
· For NTRP =1, fully reuse the eight Parameter Combinations from Rel-16 eType-II and Rel-17 FeType-II, respectively
· For NTRP >1, only the following linkages are supported (marked ‘x’)

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	x
	
	
	
	
	 

	
	{2,4}
{4,2}
	x
	
	
	
	
	 
 

	
	{4,4}
	
	x
	 
	x
	
	x

	3
	{2,2,2}
	x
	
	
	
	
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	x
	x
	 
 
 
	
	
	 
 
 

	
	{4,4,4}
	
	x
	 
	x
	x
	x

	4
	{2,2,2,2}
	x
	
	
	
	
	N/A

	
	{2,2,2,4} 
	x
	
	
	
	
	N/A

	
	{2,2,4,4} 
	 
	
	 
	x
	x
	N/A

	
	{4,4,4,4}
	 
	x
	 
	 x
	x
	N/A





	ZTE
	Re UCI omission, once one information of a TRP is dropped as suggested in Alt2, it is natural for gNB to release one TRP for serving other UEs. Based on our evaluation result(s) (as provided in the previous response), we observe the clear performance benefits compared with Alt1/3 (that are almost the same due to that the omission is handled by significant-dominant parameter).

Proposal 1.C.1: Support. 

Then, one minor question for clarification, in proposal 1.C.1 for NTRP=1, in the eight parameter combination for Rel-16 eType-II, {L=4, Pv={1/2, 1/2, 1/2, 1/2}, Beta = ½} is used, right? It is considered that Pv={1/2, 1/2, 1/4, 1/4}, Beta = ½ as in legacy is replaced by Pv={1/2, 1/2, 1/2, 1/2}, Beta = ½ in CJT-CSI.
[Mod: I’ll keep the 8th combo for later discussion with 3 alternatives]

	Vivo
	Proposal 1.C.1
Support

Proposal 1.E.1
Support.
We understand companies’ intention to fall back to single TRP operation, and that is why Alt 2 is our 2nd preference. Then, we tend to agree with Nokia that there is some issue here as the coefficients are derived after SD compression, and thus all the TRPs contributes to all the SD basis vectors and coefficients. Hence to drop some coefficients associated with the SD basis vectors for a subset of TRPs introduces performance loss for reserved TRPs as well. Especially considering joint SVD across TRPs is performed in UE to get higher CJT gain, to omit part of the coefficients associated with a subset of TRPs just drops a sub-vector for each joint eigenvector, which is different as dropping a subset of TRP-specific eigenvectors as expected. In our understanding, the number of FD basis contributes the least to the final performance, and so it makes sense to put FD basis as the lowest priority. Then in the next level of priority, to drop some of the TRPs can be achieved by dropping the associated SD basis vectors in Alt 3. This is why Alt 3 is our first preference.


	Huawei, HiSilicon
	Support proposal 1.C.1.

For proposal 1.E.1, we support Alt 2. When UCI omission occurs, the strongest NZCs should be remained, and there’s high probability the primary TRP has stronger NZCs than other TRPs, so falling back to sTRP transmission can have a better performance. This can also be reflected by results from ZTE.
Considering the number of supporting companies, we propose to down-selection to alt 2 and alt 3 firstly for further down-selection.
[Mod: Given the SLS results wheteh Alt2 loses performance, for now Alt3 is still the FL proposal. I haven’t seen any evidence that Alt2 is a better choice]

	Samsung
	Proposal 1.C.1
Support.
We can be fine with either way, keeping 7 legacy combos or 7 legacy combo + the one mentioned by ZTE for  NTRP=1. 

We replotted our SLS results with remarking the down-selected linkages for 16 ports / 32ports per TRP, respectively, for NTRP>1, as shown in the following figures. As we can see, they looks overall good in terms of performance and the overheads of them are well uniformly-spaced, which is good.




Proposal 1.E.1
Support.

Many companies (perhaps all companies) have verified that joint SVD is more beneficial than per-TRP SVD in CJT operation. This means that NZCs/SD beams/FD beams are selected based on the composite channel of mTRP and the selected NZCs across TRPs are intertwined with each other in terms of priority (since it is not separately selected in per-TRP manner). In this regard, we don’t think Alt2 has a technical merit, where the design principle of Alt2 is to prioritize keeping all NZCs (across all layers) of the TRP including the SCI, which conflicts the joint-SVD principle of precoder selection (hence it can’t be a proper fallback mode). 

Also, we already have the dynamic TRP selection feature at the UE side, which can be used instead when all NZC omission for some TRPs is needed. For example, the UE doesn’t have to use UCI omission for certain TRPs under the conflicted precoder selection assumption, but can use dynamic TRP selection feature and select the precoder (NZCs) for the composite channel of the selected TRPs. If UCI omission is needed even in this case, Alt3 (i.e., same priority of SD and TRP) should be more aligned with the precoder selection.
 
On some of the ZTE’s comment, TRP doesn’t necessarily use the precoder information only for transmission but can use to control interference when scheduling MU-MIMO (e.g., interference relaxation/leakage). For example, the gNB can release weaker TRPs to support another UE with precoding that further considers interference leakage to the precoder-reported UE, which Alt2 can’t offer.

The following SLS results verify our statement. (We considered intra-site intra-cell (D-MIMO) scenario and dynamic TRP selection at the UE side. We modelled, for the sake of simplicity, UCI omission happens for every CSI report for each UE.)


 


	Ericsson
	We have some results for parameter combinations for rows [2 2 2] and [4 4 4].

[image: ]

Based on the above mean and cell edge throughput, for [2, 2, 2] we only support {pv, beta} parameter combination #1 and #2, since the performance with [2, 2, 2] and parameter combinations 3-6 is always worse than that achieved by [4, 4, 4] with similar overhead. For [4 4 4], we support all 6 parameter combinations.   We’ve updated our preferred combinations for rows [2 2 2] and [4 4 4] in the below table:

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	SS, HW
	 ZTE
	 
	ZTE 
	 
	 

	
	{2,4}
{4,2}
	SS, HW
	HW 
 
	 
 
	 
 
	 HW
	 
 

	
	{4,4}
	SS
	SS, ZTE,
HW
	 
	SS, ZTE,
HW
	SS
	SS, ZTE, HW

	3
	{2,2,2}
	SS, HW, Ericsson
	 ZTE, Ericsson
	 
	 ZTE
	ZTE 
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	SS, HW
	SS,
HW
	 
 
 
	 HW
	 HW
 
	 
 
 

	
	{4,4,4}
	SS, Ericsson
	SS, ZTE, HW
	 Ericsson
	SS, ZTE, HW, Ericsson
	SS, HW, Ericsson
	SS, ZTE, Ericsson

	4
	{2,2,2,2}
	SS, ZTE, HW
	ZTE 
	 
	ZTE 
	 
	N/A

	
	{2,2,2,4} 
	SS, HW
	HW 
	 
	SS
	SS
	N/A

	
	{2,2,4,4} 
	 
	SS
	 HW
	SS, HW
	SS, HW
	N/A

	
	{4,4,4,4}
	 
	SS, ZTE
	 
	 ZTE, HW
	SS, ZTE
	N/A



Following the FL’s criterion of selecting combinations which have at least 2 company results, our suggestion is to also include the yellow highlighted combinations in the table above.
[Mod: Thanks for providing results as well. This should be fine and I can add the two]


	Nokia/NSB
	We have SLS results for the case  for now. The overhead is the actual average overhead rather than the max overhead for each param. comb.

One slight difference we noticed with other companies’ results is that the combination (2,2,4) with its permutations generally performs better than (4,4,4) in terms of performance/OH tradeoff. One possible explanation may be that we configure all three permutations together, rather than running a single combination at a time, such that a UE can choose which TRP to assign 4 beams out of the three TRPs.

In the choice of combinations, we also considered the fact that if similar trade-off is achieved by two combinations with different {}, the combination with the smaller total number of SD beams is favoured because of the lower UE complexity.

	[image: ]

	[image: ]



Based on the above results, we suggest the following combinations for the case 

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	
	
	
	

	
	4
	
	
	
	
	
	

	
	6 w/ restriction
	
	
	
	
	
	

	2
	{2,2}
	
	
	
	
	
	

	
	{2,4}
	
	
	
	
	
	

	
	{4,2}
	
	
	
	
	
	

	
	{4,4}
	
	
	
	
	
	

	3
	{2,2,2}
	X
	X
	
	
	
	

	
	{2,2,4} 
	
	X
	X
	X
	
	X

	
	{2,4,2}
	
	
	
	
	
	

	
	{4,2,2}
	
	
	
	
	
	

	
	{4,4,4}
	X
	
	X
	
	
	

	4
	{2,2,2,2}
	
	
	
	
	
	N/A

	
	{2,2,2,4} 
	
	
	
	
	
	N/A

	
	{2,2,4,4} 
	
	
	
	
	
	N/A

	
	{4,4,4,4}
	
	
	
	
	
	N/A



[Mod: Thanks also for providing results. Plese check my updated summary below. I will add 2 of your proposals that are also supported by other companies] 

Regarding additional SD combinations with  for , we do not think this is needed. The  case was supported in Rel16 Type-II with significant restrictions, namely:
· 32 ports only
· rank  2 only
·  only
Supporting combinations with one value of  is unlikely to provide any significant gain over similar combinations with one value of  for the overhead range of interest. Besides, the restrictions applicable for , particularly the 32-port restriction, are not practical for , as a UE implementation complexity is significantly higher.


	Mod V50
	Revise proposal 1.C.1 based on the following new results and the input from ZTE re NTRP=1

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	2
	{2,2}
	SS, HW
	 ZTE
	 
	ZTE 
	 
	 

	
	{2,4}
{4,2}
	SS, HW
	HW 
 
	 
 
	 
 
	 HW
	 
 

	
	{4,4}
	SS
	SS, ZTE,
HW
	 
	SS, ZTE,
HW
	SS
	SS, ZTE, HW

	3
	{2,2,2}
	SS, HW, Ericsson, Nokia
	 ZTE, Ericsson, Nokia
	 
	 ZTE
	ZTE 
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	SS, HW
	SS,
HW, Nokia
	Nokia 
 
 
	 HW, Nokia
	 HW
 
	 
 Nokia
 

	
	{4,4,4}
	SS, Ericsson, Nokia
	SS, ZTE, HW
	 Ericsson, Nokia
	SS, ZTE, HW, Ericsson
	SS, HW, Ericsson
	SS, ZTE, Ericsson

	4
	{2,2,2,2}
	SS, ZTE, HW
	ZTE 
	 
	ZTE 
	 
	N/A

	
	{2,2,2,4} 
	SS, HW
	HW 
	 
	SS
	SS
	N/A

	
	{2,2,4,4} 
	 
	SS
	 HW
	SS, HW
	SS, HW
	N/A

	
	{4,4,4,4}
	 
	SS, ZTE
	 
	 ZTE, HW
	SS, ZTE
	N/A



Proposal 1.C.1: On the Parameter Combination of Type-II codebook refinement for CJT mTRP, only the following linkages are supported (marked ‘x’)
· For NTRP =1, 
· For Rel-16 eType-II based: fully reuse seven out of the eight Parameter Combinations from Rel-16 eType-II as indicated in the table below
· FFS (by RAN1#112bis-e): whether to add one more Parameter Combination for L=4 based on the legacy Rel-16 eType-II FD combo {½, ½, ¼, ¼; ½} or the agreed FD combo {½, ½, ½, ½; ½}, or not to add from the indicated seven below
· For Rel-17 FeType-II based, fully reuse the eight Parameter Combinations from Rel-16 eType-II
· For NTRP >1, only the following linkages are supported (marked ‘x’)

	NTRP
	SD combo
	FD combo {pv},

	
	
	{1/8, 1/8, 1/16, 1/16}, ¼
	{1/8, 1/8, 1/16, 1/16}, ½ 
	{1/4, 1/4, 1/8, 1/8}, ¼ 
	{1/4, 1/4, 1/8, 1/8}, ½ 
	{1/4, 1/4, 1/4, 1/4}, ¾ 
	{1/2, 1/2, 1/2, 1/2}, ½ 

	1
	2
	
	
	X
	X 
	
	

	
	4
	
	
	X 
	X 
	X 
	

	
	6  w restriction
	
	
	
	X 
	X 
	

	2
	{2,2}
	x
	
	
	
	
	 

	
	{2,4}
{4,2}
	x
	
	
	
	
	 
 

	
	{4,4}
	
	x
	 
	x
	
	x

	3
	{2,2,2}
	x
	x
	
	
	
	 

	
	{2,2,4} 
{2,4,2}
{4,2,2}
	x
	x
	 
 
 
	x
	
	 
 
 

	
	{4,4,4}
	x
	x
	 x
	x
	x
	x

	4
	{2,2,2,2}
	x
	
	
	
	
	N/A

	
	{2,2,2,4} 
	x
	
	
	
	
	N/A

	
	{2,2,4,4} 
	 
	
	 
	x
	x
	N/A

	
	{4,4,4,4}
	 
	x
	 
	 x
	x
	N/A




	MediaTek
	Proposal 1.C.1:

We don’t agree with any new enhancements/parameter combination for NTRP =1, as this is regarded as enhancing S-TRP performance which is not captured by the WID. We propose to remove any enhancements/changes with regards to NTRP =1 from the latest FL Proposal 1.C.1.

	ZTE
	Proposal 1.C.1: Support.

Regarding MTK comments, the WID is relevant to TRP from 1 to 4 (also mentioned in the previous agreement. FYI, one agreement in RAN1#100-bis-e is provided). In principle, we are fine to reuse the legacy of sTRP as much as possible. But, some further discussion for the only one left-over parameter seems to be needed (to choose one from three candidates as mentioned by the FL, including “not to add”, as outcome).

Agreement
On the Type-II codebook refinement for CJT mTRP, the selection of N CSI-RS resources is performed by UE and reported as a part of CSI report where N{1,..., NTRP} 
· N is the number of cooperating CSI-RS resources, while NTRP is the maximum number of cooperating CSI-RS resources configured by gNB via higher-layer signaling
· The selection of N out of NTRP CSI-RS resources is reported via NTRP-bit bitmap in CSI part 1
· Note: The value of N is inferred from the selection
· A restricted configuration (gNB-configured via higher-layer signaling) where N=NTRP is supported
· NTRP-bit bitmap is not reported when the restriction is configured
· FFS: Whether other RRC-configured TRP selection restriction including configuring the value of N is supported
· This feature is UE optional 
Note: This agreement does not impact the decision on Ln being configured by gNB or selected by UE
Note: per WID and previous agreement, the candidate values for NTRP of are 1, 2, 3, and 4.
Note: only one transmission hypothesis is reported. UE is not mandated to calculate CSI for multiple transmission hypotheses.



	AT&T
	Q5.1: we support both Alt3 & Alt2 since the performance difference is very small to favor one over the other.
[Mod: Only one can be selected]

	Mod V56
	No revision 



2. Type-II Doppler

	
	Issue
	Topic

	6
	Type-II Doppler
	Finalize CQI: Exact format for X=2

	7
	
	Finalize NNZC bitmap design

	8
	
	Finalize Parameter Combination    

	9
	
	Progress on CBSR

	10
	
	Finalize UCI omission




Table 3A Type-II Doppler: issues
	Topic
	Moderator comments and proposals

	6
	[112] Agreement
…
· X=2 and
· The 1st CQI is associated with the first/earliest slot of the CSI reporting window (slot l) and the first/earliest of the N4 W2 matrices, and 
· The 2nd CQI is associated with the middle slot of the CSI reporting window (slot l+WCSI/2) and the (N4 /2)-thW2 matrix
· FFS: Whether/how to include CQI overhead reduction for X=2

For X=2, three CQI format alternatives for the 2nd time-domain (TD) CQI have been proposed in RAN1#112:
· Alt1.1. Independent of the 1st TD CQI: A 4-bit wideband CQI and 2-bit sub-band CQIs
· Alt1.2. Differential reference CQI relative to the 1st TD CQI: A BR-bit wideband CQI and 2-bit sub-band CQIs  
· Alt1.3. Differential reference and sub-band CQIs relative to the 1st TD CQI: A BR-bit wideband CQI and 1-bit sub-band CQIs
Where:
· 0≤BR<4 (0 implies that the reference CQI for the 2nd TD CQI is the reference CQI for the 1st TD CQI), and 

Q6.1: Please share your view on the above three alternatives for 2nd TD CQI format (for deciding this issue, SLS results will be needed). If you prefer Alt1.2/1.3, please also state your preferred BR value.


In addition, the location of the 2nd TD CQI in a UCI block is also discussed:
· Alt2.1. In UCI part 1
· Alt2.2. In UCI part 2
· Alt2.3 Wideband CQI in UCI part 1, sub-band CQIs in UCI part 2

Q6.2: Please share your view on the above three alternatives for the location of the 2nd TD CQI in the UCI block (and provide your reasoning)

Proposal 2.F.1:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI is located in UCI part 2

Proposal 2.F.2:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI includes 4-bit wideband CQI and 2-bit sub-bands CQIs calculated independently from the 1st CQI



	7
	[112] Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives (no later than RAN1#112bis-e): 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Nokia/NSB, Samsung, vivo, and ZTE raised concerns that, in their understanding, Alt3A violates previous agreements for “Q different two-dimensional bitmaps” and/or common DD basis selection across SD/FD basis pairs and hence, to some extent, objective 1 of the WID.

[112] Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the down-selection of bitmap(s) for indicating the locations of the NZCs (in RAN1#112bis-e), the following is used as a guidance for evaluation: 
· Following the agreed EVM, use “UPT vs. overall overhead (including CQI and PMI)” to compare across alternatives, assuming at least FTP1 traffic model and Rel-16 Parameter Combinations (L, beta, pv)
· Use only the supported codebook parameter values (e.g. Q, K, m, d, delta, N4)
· Companies are to state their assumptions on UE-side prediction (e.g. ideal or realistic, CSI-RS type, CSI-RS overhead calculation in relation to UPT, assumptions on WCSI and l) and the use of rank adaptation

Q7.1: Please share your view on Doppler bitmap design in light of the final agreements on parameter values (e.g. Q=2 only)

Proposal 2.G.1: 
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, 
· When the UE is configured with Q=1: for each layer, one 2-dimensional bitmap of size-2LM reusing the legacy design is used
· When the UE is configured with Q=2: for each layer,
· Basic feature: two 2-dimensional bitmaps, each of size-2LM reusing the legacy design for each of the two selected DD basis vectors, are used
· Optional feature (for higher CSI overhead, FFS: definition), if the following down-selection succeeds: down-select from the following two alternatives in RAN#112bis-e: 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4’: Q different bitmaps are supported for each layer, each of the Q bitmaps corresponds to DD basis q = 0 or 1.
· For each polarization, each of the Q bitmaps contains bits included in a set of SD basis and FD basis pairs , satisfying , where
· , 
·  is the SD basis indicated by SCI
· Two polarizations have same set of  in the bitmap







Table 4 Type-II Doppler: views from companies
	Company
	Input

	Mod V0
	Please share your views on the offline questions in TABLE 3A

	vivo
	Issue 7
Based on comments we received in last meeting, we would like to simplify the formulation of Alt 4 to the following Alt 4’.
Alt 4’:
For NZC bitmap in Type II CSI refinements for high/medium Ues, Q different bitmaps are supported for each layer, each of the Q bitmaps corresponds to DD basis q = 0 or 1.
· For each polarization, each of the Q bitmaps contains bits included in a set of SD basis and FD basis pairs , satisfying , where
· , 
·  is the SD basis indicated by SCI
· Two polarizations have same set of  in the bitmap

The way we simplify Alt 4 is to define the bitmap pattern in S-F 2D dimension instead of S-F-D 3D dimension as in the original Alt 4, and a same bitmap shape is used for q = 0 and 1.
Based on the current formulation, the bitmap size for each layer and each DD basis can be simply derived based on RRC parameters Mv, L and D. The bitmap size does not vary along with any dynamic parameters.

We perform SLS to evaluate the overhead reduction gain of Alt 4’ compared with Alt 1. The simulation results are depicted in the following figure. 
[image: ]
It can be observed that
· Under Q=2 and legacy CB parameter combinations (pv, beta, L), Alt 4‘ SE-overhead curve outperforms Alt 1 (almost shift to the left entirely).
· In either low-overhead or high-overhead region,  for each (pv, beta, L) configuration, Alt 4‘ can save  about 50 bits with nearly no performance loss.

Hence we propose to support the simplified Alt 4’.

	Samsung
	Q6.1: we support Alt1.1 since the overhead saving with other alts is very small, that may not be noticeable when we compared UPT vs overhead.
Q6.2: we have 2 CQIs in legacy (Type I and rank > 4), in which the 2nd CQI in UCI part 2. So, we can use the same for the location of the 2nd TD CQI. So, we support Alt2.2, use the design for the 2nd CQI in legacy (Type I and rank >4).

Q7.1
· We maintain our strong concerns with Alt3A due to the reasons explained in last meeting. In particular, it violates the previous agreement (on Q different bitmaps), and is also not according to the WID objective (codebook refinement, without modifying SD and FD bases). Besides, the similar UPT vs overhead (As with Alt3A) can be achieved with Alt1 with lower beta (e.g. ½ of the legacy beta)
· Between Alt1 and Alt4’, we prefer Alt1. However, we are open to consider the modified Alt4’ (which looks simpler/clearer than the original Alt4) in high overhead regime.

	NTT DOCOMO
	Q6.1: We think Alt1.1 is the simplest method without significant problem, thus slightly prefer Alt1.1.
Q6.2: Given simplicity, slightly prefer Alt2.1 or 2.2. 

	ZTE
	Issue 6
Q6.1:
We support Alt1.2 and BR=0. In our opinion, the range of variation between two time-domain(TD) CQIs is very small. It is the reason that X=2 is agreed as the optional feature based on abundant SLS results. Therefore, the reference CQI for the 2nd TD CQI can be the reference CQI for the 1st TD CQI. There is no CQI overhead reduction in Alt1.1. Regarding Alt1.3, 1-bit sub-band CQIs may cause critical performance loss, unless providing outstanding UPT vs overhead.

Q6.2
We support Alt2.2. We have the same views as Samsung. The legacy UCI mapping method can be used for 2nd TD CQI analogous to the case of rank > 4 for Type I.

Issue 7
We support Alt1.
Regarding Alt3A, we have the same concerns as Samsung. Because Alt3A may violate previous agreements for “Q different two-dimensional bitmaps”, to some extent. 

Then, via SLS simulation, it is observed that, with sufficient small parameter (e.g., S = ‘0.5’ MQ) for reducing value of S, there are some performance benefits in the case of low CSI report overhead; however, with the increase of CSI report overhead (e.g., a high ParaComb), the performance degradation may be observed.  

As a way-forward suggestion as a compromise from us, Alt1 should be considered as a basic feature, and we may open to further consider Alt3A but under some restriction (e.g., for some given paraComb only). 
· Then, Alt4’s benefit is unclear for us, to be honest, (some further cross-evaluation/justification from companies seems to be needed)

[image: ]
Figure 1 UPT performance in FTP traffic mode: Alt 3A_1 S = 0.5*MQ, and Alt 3A_2 S = 0.75*MQ  

	paramCombination-r16
	
	
	

	
	
	
	
	

	1
	2
	¼ 
	1/8 
	¼ 

	2
	2
	¼ 
	1/8
	½ 

	3
	4
	¼ 
	1/8
	¼ 

	4
	4
	¼ 
	1/8
	½ 

	5
	4
	¼ 
	¼ 
	¾

	6
	4
	½ 
	¼ 
	½ 




	Apple
	Q6.1
We prefer Alt1.1 for its simplicity. For Type II codebook, CQI overhead is relatively small. 

Q6.2
We prefer Alt2.1. But it depends on the UCI omission discussion for PMI as well. 

Q7.1
We still prefer Alt1 for its simplicity. 

	MediaTek
	Regarding Q6.1
Prefer Alt 1.2/1.3. Similar to ZTE’s comment, we don’t expect a large variation in the wideband/subband CQIs of 1st and 2nd TD CQIs, as seen from various simulation results. With BR = 0, the CQI overhead of the three alternatives for some common subband sizes are as follows:

[image: ]

Given the overhead saving capability of Alt 1.3, we prefer Alt 1.3 over 1.2.

Regarding Q6.2
Similar view as Samsung and ZTE. Prefer Alt 2.2

Regarding Q7.1
Prefer to down select between Alt 1 and Alt 3A based on simulation results below:

[image: ]

Our simulation results show that Alt 4 (with the latest simplified version) with D=3 cannot provide significant overhead gain over Alt 1 with the same number of NZC, although it can maintain similar performance. However, with D=2, the performance starts to degrade at higher parameter combinations (paramComb-r16 > 2). The main reason is that Alt 4 forces zeros in certain SD, FD positions which could otherwise have been NZCs. Also, it yields same zero coefficient positions for SD beams in the two polarizations and DD bases 0 and 1, which could not be the case in practice (e.g.: SD beams depends on channel eigen directions, so all SD beams should be treated independently, and at low/mid UE speeds, DD basis 1 is expected to have more ZCs than DD basis 0) 


	Fraunhofer IIS/HHI
	Q6.1: Prefer Alt 1.2 with . 

Q6.2: Prefer Alt 2.2

Q7.1: Prefer Alt 3A.

Alt 3A also supports two-dimensional bitmap per DD component like Alt 1. The size of the bitmap of q-th DD component can be written as , where  where  is the number of dominant FD components associated with DD component index q = 0 and  is the number of dominant FD components associated with DD component index q=1. 

The only difference between Alt 1 and Alt 3A is the value of  for each DD component. 

For Alt 1, 
For Alt 3A, 

For each DD component, the dominant FD components selected from M FD components is indicated using a bitmap of size M. For Q DD components, the bitmap size is given by MQ. The location of the NZCs is indicated only for the dominant FD component for each DD component using a bitmap of size . 
 
From the above description, we don’t see Alt 3A violating the previous agreement on two dimensional bitmaps per DD component. Re the WID violation, WID is violated only if the S FD-DD pairs are indicated jointly from a codebook of size . Moreover, as the FD indicator from Rel. 16/17 is reused also for this release, arguments claiming Alt 3A violating the WID seem to be false.


	LG
	Issue 6
Q6.1:
We support Alt1.2 with BR=0. In our view, 1 WB CQI is sufficient. It is unlikely to have different WB CQI for the first lost and middle slot of reporting window since WB CQI is already averaged in wide frequency domain. In this case, 2nd TD SB CQI can be differential CQI from 1st TD WB CQI. 

Q6.2
We support Alt2.2. 

Issue 7
Q7.1
We support Alt1 unless the other alternatives have significant gain over Alt 1.


	NEC
	Q6.1
For the CQI format, we think differential values are sufficient, we are fine with either Alt 1.2 or Alt 1.3

Q6.2
Support Alt 2.2.

Q7.1
We are fine with Alt 3A, which can reduce overhead. While we think Alt 3A should be supported at least when M >1. Otherwise if M=1, the bitmap of size  will turn to be bitmap Q, where Q bits are typically with all one values, which can not reduce overhead.

	Vivo
	Issue 6.1
Support Alt 1.1, i.e., independent report of CQIs in two slots.
For Alt 1.2, WB CQI is only 4 bits. We don’t see the benefit of reducing such 4 bits as it contributes very small in the final CSI overhead.
For Alt 1.3, if we reduce sub-band PMI overhead, we only have 1 bit for each sub-band, which is too coarse in our view.

Issue 6.2
Alt 2.2 seems simpler and follows legacy behavior for second CQI.

Issue 7.1
In addition to the results for ideal prediction in our previous comment, we would add more results on AR prediction as follows.
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· In low overhead region, for each (pv, beta, L) configuration, Alt 4‘ can save  about 50 bits for each layer with nearly no performance loss. 
· High overhead region provides better UPT-overhead trade-off gain over Alt 1
· We think for real prediction, due to prediction loss, if it is fully free coefficient selection in UE side, UE may choose false coefficients which are not reliable after prediction. Hence it is beneficial to have some restriction or limited pattern for UE coefficient selection to increase prediction performance.

Based on the clear benefit demonstrated in SLS, we support Alt 4’. We are also okay to jointly consider Alt 4’ with Alt 1, e.g., using Alt 4’ only for some optional parameter configurations in high overhead regime.

For MTK results, we have following comments:
It seems in your overhead calculation, Alt 3A assumes to define beta based on K0=beta*2LS, which is the reduced space, but for Alt 4, beta is defined based on K0=beta*2LMQ, which is the full space. For overhead calculation, same beta definition should be assumed for Alt 3A and Alt 4’. Otherwise it is not fair as the overhead of defining beta in the space with reduced size is smaller for reporting the coefficients.
Further, if we use different D values for different configurations, the benefit of Alt 4’ is clearer, esp. for the case with higher overhead, e.g., L=6. We see benefit of using D=4 for L=6 configurations. But the results for L=6 seems not captured in the figure.

	Mod V11
	This is the current situation:

For X=2, # bits and differential:
· Alt1.1 (no diff – baseline if FFS on overhead reduction has no consensus): Samsung, NTT DOCOMO, Apple, vivo, 
· Alt1.2 (wideband diff): ZTE (BR=0), MediaTek (2nd), Fraunhofer IIS/HHI (BR=2), LG (BR=0), NEC, 
· Alt1.3 (wideband and subband diff): MediaTek, NEC, 

For X=2, location of 2nd CQI:
· Alt2.1 (part 1): NTT DOCOMO, Apple, 
· Alt2.2 (part 2): Samsung, NTT DOCOMO, ZTE, MediaTek, Fraunhofer IIS/HHI, LG, NEC, vivo, 
· Alt2.3 (wideband part 1, subband part 2):

Doppler bitmap:
· Alt1: Samsung, ZTE, Apple, MediaTek, LG, 
· Alt3A: Fraunhofer IIS/HHI, NEC
· Alt4’: vivo, Samsung (only for high overhead regime)

Re Doppler bitmap discussion, it seems clear that this applies only to Q=2. For Q=1, Alt1 (which is the legacy design) is default. Please keep this in mind.

Based on the above comment so far, the following proposals can be made: 

Proposal 2.F.1:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI is located in UCI part 2


	Spreadtrum
	Q6.1
We support Alt1.1. The overhead reduction for CQI is not necessary since the overhead of CQI is much smaller than other parameters.
Q6.2
Support Alt2.2 by reusing legacy UCI mapping rule.
Q7.1
We prefer Alt1 for simplicity.

	OPPO
	Q6.1
Support Alt 1.1. The benefit (either overhead or UPT) is small.

Q6.2
Support Alt 2.2.

Q7.1
Support Alt 3A. We are also fine with Alt.1.


	Qualcomm
	Q6.1
No strong view, not interested in CQI prediction

Q6.2
Prefer Alt 2.2: All in CSI part 2

Q7.1
Alt 3A or Alt 1 (since Q=2 is small)

	Intel
	Q6.1.
Support Alt 1.1. The overhead savings from Alt 1.2 are very small. For Alt 1.3, we don’t think 1 bit will give any difference comparing to 0 bits for subband CQI. In our SLS, X = 1 and X = 2 have very close performance/overhead with practical prediction algorithm. So, we don’t see any need to optimize X = 2 case.

Q6.2.
We support legacy design (2nd CQI in CSI part 2). 

Q7.1.
SLS evaluations were done for Alt1 and Alt3A coefficient selection. Special case of Alt3 is used with S = M.  All legacy parameter combinations with L = 4 are considered, number of DD vectors is Q = 2, number of DD units is N4 = 4, size of DD unit is d = 4 slots, CSI periodicity is 16 slots, CSI delay is 4 slots. Dense Urban scenario with 16 antenna ports were assumed at the gNB and 2 antenna ports at the UE, 60 kmph outdoor Ues were assumed. Practical prediction method was used (AR-based prediction).

Based on the above evaluation results, small performance degradation (up to 0.8% in average UE throughput and up to 2% for cell-edge UE throughput) is observed for Alt3A comparing to Alt1. At the same time, 48 bits can be saved for configurations with M = 4 and 84 bits can be saved for configuration with M = 7.
Considering small performance/overhead difference, we have slight prefernece to support simpler solution corresponding to Alt 1. 


	Xiaomi
	Q6.1
Support Alt 1.1, considering there are no much overhead reduction for Alt1.2, and Alt 1.3 may result much more quantization performance loss. 

Q6.2
Support the proposal.

Q7.1
Support Alt3A. 
Compared with Alt1, Alt3A can reduce indication overhead for most parameter configuration. 
We share similar view with Fraunhofer. According to the achieved agreement, FD basis is indicated by legacy method, and DD basis is indicated by , which implies that DD basis is also common for the selected FD basis and SD basis. From this perspective, it is Alt3A does not violate the agreement on common DD basis section across SD/FD basis pair. 
For Alt4’, the question is how to determine the value of D by gNB. Which one is suitable for a parameter configuration? In addition, UE needs to search the non-zero coefficients according to for Alt4’. Compared with Alt1 and Alt3A, this may increase UE implementation complexity.

	CATT
	Q6.1: Support Alt.1.1. The overhead saving is really marginal and there is potential performance degradation. We don’t need to spend time on such overdesign.
Q 6.2: Support Alt2.1. In the legacy design, CQI for the first codeword is reported in Part 1. Both the first CQI and the second CQI are for the first codeword, therefore they shall be put in Part 1. The reason to put CQI for the second codeword in legacy design is that its existence depends on the reported RI. But for Rel-18 CSI reporting, the second CQI does not depend on the reported RI. There is no reason to put it in Part 2.
Q 7.1: Our first preference is Alt 3A as remarkable overhead saving is observed with marginal performance loss. Our second preference is Alt1. 

	Huawei, HiSilicon
	Issue 6
For CQI format, considering the performance gain for X=2 is not obvious, we support overhead reduction for the second wideband and sub-band CQIs. For Alt1.2, only a BR -bit wideband differential reference relative to the 1st TD CQI is introduced and the overhead can be reduced by up to 4 bits. For Alt1.3, a BR -bit wideband differential reference and 1-bit sub-band differential reference relative to the 1st TD CQI is introduced. In this sense, the more overhead can be reduced. Therefore, we prefer Alt1.3.

For CQI location in UCI, we prefer reporting the 2nd TD CQI in UCI part I.

Issue 7
As shown in the evaluation results below, it can be observed that Alt 3A has more overhead reduction and best performance compared to compared to other alternatives, while the gap between Alt 3A and Alt 4’ is small. Therefore, we support Alt 3A as our first preference, and Alt 4’ as second preference.
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	Mod V21
	This is the current situation

For X=2, # bits and differential:
· Alt1.1 (no diff – baseline if FFS on overhead reduction has no consensus): Samsung, NTT DOCOMO, Apple, vivo, Spreadtrum, OPPO, Intel, Xiaomi, CATT, 
· Alt1.2 (wideband diff): ZTE (BR=0), MediaTek (2nd), Fraunhofer IIS/HHI (BR=2), LG (BR=0), NEC, 
· Alt1.3 (wideband and subband diff): MediaTek, NEC, Huawei/HiSi, 
The following proposal can be added:
Proposal 2.F.2:
For the Type-II codebook refinement for high/medium velocities, when a UE is configured with X=2 for CQI calculation and reporting, the 2nd CQI includes 4-bit wideband CQI and 2-bit sub-bands CQIs calculated independently from the 1st CQI

For X=2, location of 2nd CQI:
· Alt2.1 (part 1): NTT DOCOMO, Apple, CATT, Huawei/HiSi, 
· Alt2.2 (part 2): Samsung, NTT DOCOMO, ZTE, MediaTek, Fraunhofer IIS/HHI, LG, NEC, vivo, Spreadtrum, OPPO, Qualcomm, Intel, Xiaomi 
· Alt2.3 (wideband part 1, subband part 2):
Hence Proposal 2.F.1 remains

Doppler bitmap:
· Alt1: Samsung, ZTE, Apple, MediaTek, LG, Spreadtrum, OPPO, Qualcomm, Intel, CATT (2nd) 
· Alt3A: Fraunhofer IIS/HHI, NEC, OPPO, Qualcomm, Xiaomi, Huawei/HiSi, CATT, MediaTek 
· Alt4’: vivo, Samsung (only for high overhead regime), Huawei/HiSi (2nd) 


	Nokia/NSB
	Q6.1
Support Proposal 2.F.2. Our preference is Alt1.1 because the overhead saving of Alt1.2 is insignificant and reducing the subband differential to 1 bit will impact performance

Q6.2
Support Proposal 2.6.1. Our preference is Alt 2.2 as done for the second CQI in Type-I (when RI>4)

Q7.1
We still have strong concern on Alt3A based on previous agreement as elaborated in the last meeting. It is clear to us that the bitmap design agreed in RAN1#111 “where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector” is not valid for Alt3A as both bitmaps are needed for either DD basis vector.

Our first preference is Alt1, which is the basic design for Q=1, but given the concern expressed by a number of companies on the bitmap overhead we are open to consider the simplified Alt4’, for example as optional for Q=2.

	Samsung
	Support proposals 2.F.1 and 2.F.2

	Fujitsu
	Q6.1 & Q6.2: Support proposals 2.F.1 and 2.F.2.
Q7.1: Slight prefer Alt 1.

	ZTE
	We support 2.F.1, and then, for progress, we can live with 2.F.2 although it is not our preference.

Regarding Q7.1
We have the following evaluation results as shown in the following figure, and then we have the following observation:
· Observation-1: Compared with Alt1, Alt3A may introduce some benefits when having a low parameter value, e.g., ‘S = 0.5*MQ’.
· Observation-2: Due to cancelling some selected FD-basis, Alt4’ have performance degradation regardless of low or high CSI report overhead. 
· Notes: For Alt4’, the rule of FD/SD-selection is also changed from legacy.  
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Figure 1 UPT performance in FTP: Alt3A_1 based on S = 0.5*MQ, Alt3A_2 based on S = 0.8*MQ, Alt4’_1 based on d = 3 and Alt4’_2 based on d = 5, Uma, 30km/h, P-CSI-RS,  periodicity = 5, Q = 2, d = 5,  N4 = 2,  WCSI = 10, rank adaptation
Regarding Alt4’, it is observed that some essential FD-SD-DD pairs (as in the following purple box) may be cancelled (even for d=5).
· Notes: Regarding of Alt3 and Alt4’, the rule of legacy FD/SD-selection is changed, to some extent. For instance, FD-basis = {7,8} in the following cases in Alt4’ are canceled. 
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Based on above analysis, we can NOT support Alt4’.


	Fraunhofer IIS/HHI
	@vivo, Nokia: As explained above, there is no violation of the WID with ALT3A. Please have look to our response.
@vivo: The agreement on bitmap clearly mentions that one alternative needs to be down-selected for the bitmap in RAN1#112-bis-e form the three alternatives (ALT1, ALT3A, and ALT4). Hence, we have concerns with the new Alt 4’ as it violates the previous agreement made in RAN1#112.  Moreover, based on the previous formulation, there is no overhead saving with Alt 4 as all bits of a polarization not associated with the SCI are selected, which does not make much technical sense. Therefore, we cannot consider either Alt 4 or Alt 4’ for the reasons mentioned above. 
Moreover, it is better to consider a common design for the bitmap for both N4 = 1 and N4 >1. For N4 =1, 2LM bitmap has been already agreed. For N4 >1, we do not see a need to agree on a completely new design (Alt 4). Alt 3A makes more sense as it has the same form as Alt 1 or 2LM bitmap from Rel. 16/17 and much simpler than Alt 4.
Based on our evaluations, Alt 3A outperforms Alt 1 in terms of overhead saving with only a negligible loss in performance for parameter combinations 1-6. For Alt 3A, S = 0.5MQ. Realistic prediction,  = 20 ms, = 5, d = 5,  = 5 ms, d = 1, UE speed = 20 km/h. 
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	vivo
	Our concern on Alt 3A remains. Our understanding on Alt 1 and Alt 4’ is both of them contains Q bitmaps and independent SD/FD/DD selection. But this is not the case for Alt 3A.

Some comments on ZTE’s results:
We understand in your simulation, N3=26 and the first 6 legacy parameter combinations are used.
Then for example, for the second last point, L=4 and p_v=1/4, which means Mv=7. In this case, for d=5 (green curve), the mapping from L*M bitmap to the distance metric is
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It can be observed that no bits in the bitmap should be omitted in Alt 4’ compared with Alt 1. There should be no overhead reduction or performance loss. But your results indicate about 5% SLS loss in UPT, which shouldn’t be correct. Hence we think there should be some misunderstanding in your simulation implementation.

Reply to FHF:
Alt 4’ is just a new formulation of Alt 4, which is just a special case that all the Q DD basis have the same bitmap shape and D value. Hence we don’t think it violates any agreement.
Further, on your comment “all bits of a polarization not associated with the SCI are selected”
It is not true. Based on the current formulation of Alt 4’, it is clear that the pol with SCI and the pol without SCI have the same bitmap shape.

	MediaTek
	It seems our position on doppler bitmap is not captured fully. We have updated V21 Mod row to reflect the following:

Doppler bitmap:
· Alt1: Samsung, ZTE, Apple, MediaTek, LG, Spreadtrum, OPPO, Qualcomm, Intel, CATT (2nd) 
· Alt3A: Fraunhofer IIS/HHI, NEC, OPPO, Qualcomm, Xiaomi, Huawei/HiSi, CATT, MediaTek 
· Alt4’: vivo, Samsung (only for high overhead regime), Huawei/HiSi (2nd) 


	Ericsson
	Q6.1:  we prefer Alt 1.1 
Q6.2:  we support Alt 2.2 (support FL proposal 2.F.1)


	InterDigital
	Q6.1: We support Alt 1.2 with B_R=0, the reference CQI for the first time-unit can also be used as a reference for the second time-unit. 

Q6.2: We support Alt 2.2.

Q7.1: We support Alt 1. 

	CMCC
	Q6.1 & Q6.2: Support proposals 2.F.1 and 2.F.2.
Q7.1: Prefer Alt 1.

	Lenovo/MotM
	Question 6.1: 
Our preference is Alt 1.2 with BR = 0

Question 6.2: 
We prefer Alt 2.1, but we are also fine with Alt 2.2
 
Question 7.1: 
Our preference is Alt3A. Since most of the gains of Alt3A are realized when the fraction of non-zero coefficients is a small number, we propose supporting Alt3A for low β values, e.g., β =1/4 or for other scenarios with a smaller fraction of non-zero coefficients, and support Alt1 otherwise

	Sony
	Q6.1: Support proposal 2.F.2, i.e., Alt 1.1.
Q6.2: Support proposal 2.F.1, i.e., Alt 2.2, as in legacy.
Issue 7: Out first preference is Alt1. Our second preference is Alt3A.

	Google
	Q6.1: Support Alt 1.2
Q6.2: Support Alt 2.1 
Q7.1: Support Alt1

	Mod V34
	This is the current situation

For X=2, # bits and differential:
· [2.F.2] Alt1.1 (no diff – baseline if FFS on overhead reduction has no consensus): Samsung, NTT DOCOMO, Apple, vivo, Spreadtrum, OPPO, Intel, Xiaomi, CATT, Nokia/NSB, Fujitsu, ZTE (2nd), Ericsson, CMCC, Sony,  
· Alt1.2 (wideband diff): ZTE (BR=0), MediaTek (2nd), Fraunhofer IIS/HHI (BR=2), LG (BR=0), NEC, IDC (BR=0), Lenovo/MotM (BR=0), Google
· Alt1.3 (wideband and subband diff): MediaTek, NEC, Huawei/HiSi, 

For X=2, location of 2nd CQI:
· Alt2.1 (part 1): NTT DOCOMO, Apple, CATT, Huawei/HiSi, Lenovo/MotM, Google
· [2.F.1] Alt2.2 (part 2): Samsung, NTT DOCOMO, ZTE, MediaTek, Fraunhofer IIS/HHI, LG, NEC, vivo, Spreadtrum, OPPO, Qualcomm, Intel, Xiaomi, Nokia/NSB, Fujitsu, Ericsson, IDC, CMCC, Lenovo/MotM (2nd), Sony, 
· Alt2.3 (wideband part 1, subband part 2):
Hence proposals 2.F.1/2 remain


Doppler bitmap:
· Alt1: Samsung, ZTE, Apple, MediaTek, LG, Spreadtrum, OPPO, Qualcomm, Intel, CATT (2nd), Nokia/NSB, Fujitsu, IDC, CMCC, Sony, Google
· Alt3A: Fraunhofer IIS/HHI, NEC, OPPO, Qualcomm, Xiaomi, Huawei/HiSi, CATT, MediaTek, Lenovo/MotM, Sony (2nd) 
· Alt4’: vivo, Samsung (only for high overhead regime), Huawei/HiSi (2nd), Nokia/NSB (2nd, optional) 

Based on the above summary, the following proposal can be made:

[bookmark: _Hlk131511745]Proposal 2.G.1: 
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, 
· When the UE is configured with Q=1: for each layer, one 2-dimensional bitmap of size-2LM reusing the legacy design is used
· When the UE is configured with Q=2: for each layer,
· Basic feature: two 2-dimensional bitmaps, each of size-2LM reusing the legacy design for each of the two selected DD basis vectors, are used
· Optional feature (for higher CSI overhead, FFS: definition): down-select from the following two alternatives in RAN#112bis-e: 
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt4’: Q different bitmaps are supported for each layer, each of the Q bitmaps corresponds to DD basis q = 0 or 1.
· For each polarization, each of the Q bitmaps contains bits included in a set of SD basis and FD basis pairs , satisfying , where
· , 
·  is the SD basis indicated by SCI
· Two polarizations have same set of  in the bitmap



	ZTE
	Proposals 2.F.1 and 2.F.2: Support

Proposal 2.G.1: Support in principle for progress. 

One question for clarification: as for optional feature, it should depend on outcome of the following down-selection. It does not mean that we must choose one from them, right? Therefore, maybe, the following minor update is better.

‘o	Optional feature if the following alternative(s) is approved (for higher CSI overhead, FFS: definition): down-select from the following two alternatives in RAN#112bis-e’
[Mod: Good point, added]

	vivo
	Proposal 2.F.1
Support

Proposal 2.F.2
Support

Proposal 2.G.1
Ok at the current stage, and our concern on Alt 3A and its benefit still exists. ZTE’s edit is also fine to us.

	Huawei, HiSilicon
	For proposal 2.G.1, we are fine with the proposal. 
For Alt 3A, we don’t agree that it violates the previous agreement or WID. Essentially, Alt 3A just selects S rows from the two q-th bitmaps as illustrated below, there are two 2-dimensional bitmaps, 2L*S0 for Q=0 and 2L*S1 for Q=1. The first bitmap MQ in Alt 3A is to select the two bitmaps. Therefore, it follows the previous agreement.
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	Fraunhofer IIS/HHI
	Proposal 2.F.1
Support

Proposal 2.G.1
We still have concerns about ALT4’ in Proposal 2.G.1 as the functionality of ALT4’ and ALT4 in the agreement made in RAN1#112 is different. Note that the even the equation used in ALT4’ and ALT4 is different. This is not only a simplification as mentioned by vivo. We therefore think that ALT4’ is against the agreement and therefore out of scope. 
Moreover, opponents of Alt 3A should explain how does ALT3A violates the WID. 
[Mod: For both 3A and 4’, the opponents can use their concerns as a part of down selection process – the opponents of either seem to have concerns re how they are aligned with agreements ]


	vivo
	Reply to FHF’s comment
Our understanding is even though the equation is different, it does not mean the previous Alt 4 cannot include Alt 4’. Alt 4 does not specify how D is determined. If we set D of DD basis 0 to be D0, D value of DD basis to be D0+1, and restrict two DD basis vectors and two pols have same bitmap shape, then Alt 4 becomes Alt 4’. Therefore, Alt 4’ is a simplified special case of Alt 4.

	Fraunhofer IIS/HHI
	@VIVO
We do not think Alt 4’ is a special case or include Alt 4. The functionality of both alternatives is different. Alt 4 results in a DD component specific bitmap whereas Alt 4’ results in a DD component common bitmap. The selected bit locations for a given d value for Alt 4 and Alt 4’ are not identical. Therefore, neither Alt4’ is not a special case of Alt 4, it is rather a completely different alternative which is out of scope.

	Mod V50
	Revised proposal 2.G.1 per ZTE 

	vivo
	Reply to FHF
Our understanding is the original Alt 4 does not say anything about the relationship between DD basis and d value. For example, whether to use a same d across multiple DD basis or use a different d for different DD basis. The former case (same d) is just one possibility. For the later case, if d of DD basis 1 equals to d of DD basis 0 plus 1 as we explained in an earlier comment, Alt 4 then becomes Alt 4’.

	DOCOMO
	Proposal 2.F.1
Support

Proposal 2.F.2
Support

Proposal 2.G.1
Support. And open for the discussion on optional features. 

	Mod V56
	No revision



3. TDCP

	
	Issue
	Topic

	11
	TDCP
	Finalize TRS configuration 

	12
	
	Finalize quantization: amplitude and phase

	13
	
	Progress on Y>1 value(s), D_basic, and delay values

	14
	
	Progress on signaling/configuration of Y

	15
	
	Progress on priority (dropping) rules

	
	
	



Table 5A Type-II Doppler: issues
	Topic
	Moderator comments and proposals

	11
	[112] Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, by RAN1#112bis-e, decide between the following alternatives:
· Alt1. Fully reuse legacy TRS 
· Alt2. Study enhancements on TRS (e.g. periodicities)
Note. If there is no consensus on Alt2, Alt1 is the default outcome

Q11.1: Please share your view on the need for TRS enhancements for TDCP measurement and calculation. 

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: the TRS resource set(s) configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· No further spec enhancement on TRS is supported 
· FFS: Whether to add further restrictions on the TRS resource set(s) on, e.g. QCL relationship, power control, RE location, relation with resource set used for legacy usage  


	12
	Q12.1: Although we can fully use, e.g. Rel-16 eType-II amplitude and phase quantization as a natural baseline, please share your view (along with empirical evidence, if any) on quantization scheme for TDCP amplitude and phase

Proposal 3.B:
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  
· TBD: supported value(s) of N (e.g. ), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases





Table 6 Type-II Doppler: views from companies
	Company
	Input

	Mod V0
	Please share your views on the offline questions in TABLE 5A

	Samsung
	Q11.1
· Multiple TRS bursts are needed to report TDCP corresponding to small delay values (e.g. 5 slots). Since the UE can be configured with multiple TRS resource sets, we can reuse the legacy >=1 TRS resource sets for TDCP reporting. So, we support Alt1 with >=1 TRS resource sets for TDCP reporting.
Q12.1
· For amplitude, for T1/T2 switching use case, the range of values is ~ [0.8,1], hence the higher resolution part of the legacy Rel.16 4-bit reference codebook can be a starting point. In particular, the first 8 values (index 0-7) can be used. However, we need to consider the square of the 8 values since the legacy codebook is for the amplitude, and for TDCP, we need to quantize the correlation values which are roughly the square of the amplitude. So, we can use , where  is one of the first 8 amplitude values in the Rel. 16 4-bit reference amplitude codebook.

	ZTE
	Q11.1
· Support Alt 1. As mentioned by Samsung, for the purpose of computing channel correlations corresponding to delays smaller than 10 slots, we can configure multiple TRSs. For a typical scenario where UE is expected to report amplitudes or phases corresponding to delays {5, 10, ..., 5Y}, we can configure two periodic TRS with a same periodicity of 10 slots and different time offsets, where the bursts of one TRS is located at the middle of two adjacent bursts of another TRS.
Q12.1
· Regarding the quantization of amplitude, from technical perspective, we need to set finer granularity around 1 and coarser granularity around 0. Hence, it is better to use 1-q or 1-q2 instead of v, where q denotes legacy quantization levels in Rel-16. However, if  1-q or 1-q2 is adopted, the granularity will exponentially varies with the amplitude indicator k. This may be good for the use case of codebook switching (there exists only one threshold around 1, e.g., 0.98), but it may be not suitable for the use case of SRS periodicity determination (there exist multiple thresholds). Based on above, we propose to let the quantization granularity linearly varies with the amplitude k. We believe this kind of quantization scheme will not degrade the codebook switching performance as long as the quantization grids are properly set around the threshold (e.g., 0.98). 
· Regarding the quantization of phase, we believe that UE can maintain the phase consistency for a duration, therefore the phase should be quantized using more than 1 bit. Since the phases corresponding to small delays have better accuracy, they should be quantized with finer granularity.


	Apple
	Q11.1
We are open to consider potential enhancement of TRS periodicity. 

Q11.2
No strong view. We think it is okay to reuse eTypeII design since the TDCP report, in our view, is mostly used to roughly inform gNB the channel time domain variation speed. Even if we have other design, RAN4 test may still be on coarse level. 

	MediaTek
	Q11.1

Support Alt. 1. Same view as Samsung.

 Q11.2

The E-Type amplitude quantitation is uniform in dB.
The E-Type amplitude quantitation formula can be written as:
,
where  is a value that controls the quantization step size in dB.

In the E-Type II codebook the (bits, base) value pairs can either be (3, 2) or (4, 4).
For TDCP amplitude quantization, we believe the following modification of the legacy quantization scheme would deliver better performance:

This would allow for higher resolution around value 1, where the autocorrelation amplitude is more concentrated specially for codebook switching use case.
Based on our simulation we would need at least 5 bits (increase by 1-2 bits compared to legacy E-type II) quantization to have good performance, at least for the codebook switching use case. Regarding quantization step we are open to explore different quantization step compared to legacy, as we can benefit from more granular step sizes.


	LG
	Q11.1
Support Alt 1. 

	NEC
	Q11.1
Considering the TRS overhead and TDCP measurement requirement, we think periodic TRS set plus aperiodic TRS set with slot offset between TRS resources following candidate values for delays for TDCP reporting. And we think P TRS set + AP TRS set can be regarded as Alt 1, fully reuse legacy TRS.

	vivo
	Q11.1
Support Alt 1

	Mod V11
	Based on the view so far, the following proposals can be made: 

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: For purposes other than TDCP, following the legacy principles, the UE only needs to measure the resource(s) with the (single) resource ID associated with QCL Type-A 
· No further spec enhancement on TRS is supported 

Proposal 3.B:
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  
· TBD: supported value(s) of N (e.g. ), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases


	Spreadtrum
	Q11.1
We support Alt1.
Q11.2
Reusing Rel-16 eType-II amplitude and phase quantization is fine for us.

	OPPO
	Q11.1
We prefer Alt.1. Either P-TRS+P-TRS or P-TRS+AP-TRS can be fine. 

Q11.2
The threshold for CB switching is above -0.5dB, eType II alphabet does not work well. We agree with reporting correlation via 1-p .

	Qualcomm
	Q11.1
Since TRS is a too basic feature dated back long ago, we prefer Alt1: No TRS enh.
Also for the motivation of keep legacy UE loop tracking behavior isolated as much as possible, we want any “incremental” aspect on resource config for TDCP should be limited only for TDCP, no intrusive to UE loop tracking

Q11.2
Based on Rel-16 amplitude, similar view as @MediaTek
For the quantization step (denoted as “base” in MTK’s equation), it is 21/4 if following Rel-16 p(1) (polAmp), or 21/2 by following Rel-16 p(2) (ampDiff)

	Intel
	Q11.1.
Our preference is Alt. 1. We don’t see a strong need to support different periodicities for TRS. 

Q11.2.
For amplitude quantization, in our view approach with 1-q or 1-q2 better fits the range. Uniform quantization in log scale (with uniform step in dB) can be used. For phase quantization, we are fine to reuse the eType II 8-PSK quantization. 

	Xiaomi
	Q11.1
Support Alt1. Note that P-TRS resource set and AP-TRS resource set configuration still belongs to legacy TRS configuration when configuring more than one TRS resource set.  

Q11.2
According to our observation, uniform quantization incurs performance loss. Non-uniform quantization should be considered. We agree that 1-q2  is used to quantize amplitude. But the value q needs to further study. In addition to  legacy eType II amplitude quantization values, other values can be considered. Such as, the value q is calculated by using Bessel function .

	Huawei, HiSilicon
	Issue 11
Support Alt1. Considering to computing and reporting TDCP corresponding to small delays (e.g., 5 slots), legacy >=1 TRS resource sets can be reused. For example, P+P TRS resource set or P+AP resource set can be configured with different slot offset. And the value of Y can be the slot offset between the two sets. Among the two configuration methods, P resource set associated with AP resource set has been supported in current spec and can reduce RS overhead compared P+P TRS resource set configuration.

	Mod V21
	Please check proposals 3.A and 3.B

	Nokia/NSB
	Q11.1
Support Proposal 3.A

Q12.1
Support Proposal 3.B.

	Samsung
	We are fine with proposals 3.A and 3.B

	Fujitsu
	Support Proposal 3.A and 3.B.

	ZTE
	Support Proposal 3.A and 3.B. 

Then, it is noted that, in order to save RS overhead and signaling, we think that the configuration of P+P TRS should be prioritized. For instance, we may have two P-TRS with same periodicity but different time-domain offset, where the bursts of one TRS is located at the middle of two adjacent bursts of another TRS. In such case, it may be easy for handling the case of {D, 2D, …, YD} cases, e.g., with an interval of 5/10-slot.

[image: ]


	Ericsson
	Support Proposal 3.A and 3.B.

Regarding ZTE’s comment, we don’t need to restrict the configuration of TRS to only P+P TRS.  Since P+A TRS is supported in spec, we can also consider P+A TRS (since it is supported in legacy).  But anyway, this is a next step issue we can discuss later.

	InterDigital
	Q11.2: We support using the same design as Rel-16 amplitude and phase quantization

	CMCC
	Support Proposal 3.A and 3.B.

	Lenovo/MotM
	Question 11.1: 
Support Proposal 3.A. Can we also have a separate discussion on the proposed report quantity for TDCP, e.g., whether/how it is coupled with other report quantities?
[Mod: Yes, this is a next level detail]

Question 12.1: 
We believe more discussion is needed before supporting Proposal 3.B to evaluate the proposed amplitude codebook. We prefer to consider a simpler codebook that is based on the amplitude codebooks supported on legacy design, e.g., 1-Apol where Apol is the polarization amplitude codebook (also open to other suggestions)
[Mod: proposal 3.B is a more general form of the legacy, i.e. legacy is s subset of proposal 3.B which can be the outcome. We have to make a baby step progress  notice the legacy supporters also support 3.B]
For phase quantization under Y >1, we propose reusing 16-PSK quantization of eType-II CB

	Sony
	We support proposals 3.A and 3.B.

	Google
	Proposal 3.A: We think to configure >1 TRSs could be one way, but such TRSs should share the same spatial and frequency domain configurations. We suggest the following revision.

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: For purposes other than TDCP, following the legacy principles, the UE only needs to measure the resource(s) with the (single) resource ID associated with QCL Type-A 
· The TRS resource set(s) should be configured with the same TCI state and subcarriers
· No further spec enhancement on TRS is supported 
[Mod: I think this is reasonable]
Proposal 3.B: Support


	Mod V34
	This is the current situation

Proposal 3.A:
· Support/fine: Nokia/NSB, Samsung, Fujitsu, ZTE, Ericsson, CMCC, Lenovo/MotM, Sony, Google, 
· Not support:

Proposal 3.B:
· Support/fine: Nokia/NSB, Samsung, Fujitsu, ZTE, Ericsson, CMCC, Sony, Google, 
· Not support:

@All: please check the input from Google on proposal 3.A

	Qualcomm
	Proposal 3.A
Generally fine with the principle of least modification to legacy, and agree with Google’s reasonable clarification.
However, the two sub-bullets seem to create some conflicts.
My understanding of the original description (first sub-bullet “Note”) is, for other K-1 resource set(s) than one resource set, UE don’t need to use them for loop tracking – which is beneficial from the perspective of least modification to legacy UE loop tracking
However, with both the two sub-bullet, there is no explicit flag to tell UE which resource set is legacy TRS (while others are TDCP TRS with no legacy tracking usage), and UE may need to track every set. 
Therefore, we suggest:
	Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· K TDCP-TRS ≥1 TDCP-TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp,’ wherein one is also for legacy TRS usage
· Note: For purposes other than TDCP, following the legacy principles, the UE only needs to measure the resource(s) with the (single) TRS for legacy usage resource ID associated with QCL Type-A 
· The TRS resource set(s) should be configured with the same TCI state and subcarriers
· No further spec enhancement on TRS is supported 




Proposal 3.B: OK

	ZTE
	Proposal 3.A: Regarding the input from Google, we can identify the motivation of that. In our views, if having P+AP TRS, the ‘same TCI state’ may not be aligned with current rule in the spec (the P-TRS may be as a resource RS for AP-TRS):

	TS 38.214 Section 5.1.5
For an aperiodic CSI-RS resource in a NZP-CSI-RS-ResourceSet configured with higher layer parameter trs-Info, the UE shall expect that a TCI-State indicates 'QCL-TypeA' with a periodic CSI-RS resource in a NZP-CSI-RS-ResourceSet configured with higher layer parameter trs-Info and, when applicable,'QCL-TypeD' with the same periodic CSI-RS resource.



Therefore, we suggest to make the corresponding proposal general, and the signaling configuration issue can be left to gNB implementation:
…
· TRS resource(s) in the TRS resource set(s) should be QCLed w.r.t. QCL TypeA and TypeD, if applicable.
· The TRS resource set(s) should be configured with the same TCI state and subcarriers
For QC’s update, we prefer the legacy wording, otherwise we may need to discuss how to define the ‘usage’ and the reason why we need to have one for legacy TRS usage. In our view, the legacy proposal’s motivation is to follow what we have for now, i.e., being based on QCL-Type-A in indicated TCI state.


	Mavenir
	[bookmark: OLE_LINK141][bookmark: OLE_LINK2][bookmark: OLE_LINK7]Proposal 3.B: Support. Computing channel correlation with small delay values (e.g. 5 slots), we can reuse legacy multiple TRS resource sets. With timing offset, P+P or P+AP TRS sets can meet requirements for various small delays.
[bookmark: OLE_LINK8]Proposal 3.B: Support

	vivo
	Proposal 3.A
OK

Proposal 3.B
OK

	MediaTek
	Proposal 3.A
Ok in principle. We also share the same comment as Google/Qualcomm; however, we need extra restriction to be included. Hence, we propose the following modification:

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· K TDCP-TRS ≥1 TDCP-TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp,’ wherein one is also for legacy TRS usage
· Note: For purposes other than TDCP, following the legacy principles, the UE only needs to measure the resource(s) with the (single) TRS for legacy usage resource ID associated with QCL Type-A 
· The TRS resource set(s) should be configured with the same TCI state, subcarriers bandwidth and RE locations within a slot
· No further spec enhancement on TRS is supported 

The above changes ensure that the TRS resources share the exact time/frequency locations, e.g., if TRS 0 is located in symbols 2 and 8, TRS1 also needs to have its resources located at symbols 2 and 8. Furthermore, the same frequency offset should be assumed for both TRS resources. Furthermore, we also need to ensure both TRS resources share the same bandwidth. 



Proposal 3.B
Support

	Lenovo/MotM
	Question 12.1:
@Mod: Thank you for your clarification on Proposal 3.B. We are fine with that, however we prefer to include an FFS which states that  may follow legacy Pol/ref amplitude quantization, especially that the parameters N,q, and s are not clearly defined. We also prefer to add an FFS regarding the quantization resolution, as follows
[Mod: This will be discussed next, no need to list all possible alternatives for now. Please wait for round 1]

Proposal 3.B:
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  
· TBD: supported value(s) of N (e.g. ), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases
· FFS: Whether  is equivalent to codepoints of ref/pol amplitude quantization values in legacy Type-II CBs
· FFS: supported quantization resolution, e.g., 3, 4 or 5 bits


	MediaTek 
	Proposal 3.A

We would further like to update the proposal to also capture power offset configuration restrictions:

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· K TDCP-TRS ≥1 TDCP-TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp,’ wherein one is also for legacy TRS usage
· Note: For purposes other than TDCP, following the legacy principles, the UE only needs to measure the resource(s) with the (single) TRS for legacy usage resource ID associated with QCL Type-A 
· The TRS resource set(s) should be configured with the same TCI state ID, subcarriers bandwidth, RE locations, powerControlOffset and powerControlOffsetSS values across all resources.
· No further spec enhancement on TRS is supported 
[Mod: Given that the added bullet from Google generated more discussion and further restriction can still be discussed, I added a generic FFS instead]


	Mod V50
	3.A: Given that the added bullet from Google generated more discussion and further restriction can still be discussed, I added a generic FFS instead. This is general enough and should be agreeable. 


	MediaTek 
	Proposal 3.A:
We are fine with discussing the details of restrictions later, however, we believe it should be explicitly captured that restrictions needs to be in place, rather than FFS on whether any restrictions apply. 

We also believe the agreement needs to explicitly capture that the new TRS resource set configured for TDCP report do not impact the UE behavior for reception and processing of TRS used as QCL type A/D source for reception of PDxCH. Hence, we propose the following updated proposal:

Proposal 3.A: 
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: new TRS resource set configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· The TRS resource set(s) should be configured with the same TCI state and subcarriers
· No further spec enhancement on TRS is supported 
· Restrictions on the TRS resource set(s) used for TDCP applies. FFS details:
· e.g. QCL relationship, power control, RE location, relation with resource set used for legacy usage  



	vivo
	We think the current 3.A is general enough, and thus we are okay with it.

	DOCOMO
	Support 3.A and 3.B. 

	Mod V56
	Revised Notes on proposal 3.A to account for MediaTek’s input. Also FFS
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