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Introduction
In RAN1 #112, the following agreements on evaluation of AI/ML based CSI have been achieved.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 

Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.

Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit

Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.





In this contribution, we provide some discussion on enhancement of AI/ML based CSI.
AI/ML based CSI Compression
Framework for CSI compression
Since Rel-15, a CSI framework has been introduced for CSI measurement and report. Based on the CSI framework, the gNB can configure one or multiple CSI-reportConfig with CMR(s)/IMR(s) for channel and interference measurement. In addition, the gNB can configure metric for a CSI measurement and report by indicating different value of reportQuantity. The AI/ML based CSI compression should still be a kind of CSI report, which should be based on current CSI framework.
Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Input/Output for CSI compression
A possible input for CSI compression could be raw channel matrix H or the eigenvectors of the ray channel matrix V. If raw channel matrix is used as input, the eigenvectors calculation operation needs to be done in gNB side, which could increase the complexity in gNB side. In addition, raw channel matrix contains some unnecessary information for precoder selection, which may lead to higher feedback overhead compared to eigenvectors based operation. However, if eigenvectors are used as input, UE needs to perform the SVD for channel matrix, which could be N3 SVDs for a matrix with the dimension like 4x32, where N3 indicates the number of subbands.
Thus no matter whether raw channel matrix or eigenvectors of the raw channel matrix would be used, the N3 SVDs for a matrix with the dimension like 4x32 needs to be implemented either in gNB side or UE side. The complexity for such operation could be quite high. Figure 1 illustrates the procedure for AI/ML based CSI compression with raw channel as input. It can be observed that this could increase the computing complexity in gNB side. Figure 2 illustrates the procedure for AI/ML based CSI compression with eigenvector from raw channel as input. It can be observed that the UE complexity is high as UE needs to calculate the SVD for several 4x32 matrix.


Figure 1: Procedure for AI/ML based CSI compression with raw channel as input


Figure 2: Procedure for AI/ML based CSI compression with eigenvector from raw channel as input
One possible way to reduce the complexity for AI/ML based CSI compression is to reduce the dimension of the matrix for eigenvector calculation, where the input eigenvectors can be calculated as follows:

Where N indicates the number of CSI-RS resource elements for subband S;  is the estimated channel based on CSI-RS at resource element k; W1 is wideband SD basis, which can be the same as the Type2 codebook. Then the complexity for the eigenvector calculation for each subband can be reduced.
Assuming number of beams for SD basis L=2, number of CSI-RS ports is 32, number of Rx ports is 4, and the subband size is 8 for a 100 PRBs CSI-RS, the complexity for eigenvectors calculation based on raw channels could be , and the complexity for eigenvectors calculation based on the wideband precoded channel can be . Thus, the 99.2% computing complexity can be reduced. 
As shown in Figure 3, the complexity for AI/ML based CSI processing can be reduced, as UE does not need to perform the SVD for high-dimension matrix.


Figure 3: Procedure for AI/ML based CSI compression with a wideband-precoded raw channel as input
It can be observed that compared to eigenvector from raw channel as the input, the eigenvector from wideband-precoded raw channel as the input for AI/ML based CSI compression can reduce the UE complexity quite a lot.  Meanwhile, it does not require much additional complexity in gNB side. The gNB only needs to perform some matrix multiplication to recover the eigenvectors for each subband. Therefore, it is necessary to study the AI/ML based CSI compression with eigenvectors from the raw channel with a wideband precoder as input.
Proposal 2: The input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Proposal 3: The output of CSI compression should be the compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: The CSI report for CSI compression should comprise the beam index(es) for W1 selection and compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
CSI Report
In RAN1 #112, the following on CQI measurement was achieved.
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead




There are similar issues for RI measurement. It should be studied whether the UE should measure the RI based on the ideal precoder or decompressed precoder. In general, there can be the following measurement schemes:
· Scheme 1: RI/CQI is always measured based on the ideal precoders
· Scheme 2: RI/CQI is measured based on the decompressed precoders
· Scheme 3: RI is measured based on the ideal precoders and CQI is measured based on the decompressed precoders
· Scheme 4: RI is measured based on the decompressed precoders and CQI is measured based on the ideal precoders
Figure 4 and Figure 5 illustrates the system level performance for the schemes above. Table A-1 in appendix illustrates the details simulation assumption for the system level simulation. It can be observed that different schemes can lead to different performance.

Figure 4: Average user throughput gain for different RI/CQI measurement schemes

Figure 5: Cell edge user throughput gain for different RI/CQI measurement schemes

It can be observed that to measure the RI/CQI based on the decompressed precoders could provide the best performance. However, how to measure and report the RI/CQI depends on the input for the ML based CSI. If the input of the ML is the frequency domain channel, it is unnecessary to report RI/CQI, but UE only needs to report L1-SINR. The network can select the rank and MCS based on the decompressed channel and reported L1-SINR. If the input of the ML is the channel eigenvector or W2, as shown in Figure 6, the UE may need to report RI and CQI. But since the UE has no information on the decompressed precoder, the UE can measure and report the RI/CQI based on a set of port-selection CSI-RS resources, where the gNB can apply the decompressed precoders to the port-selection CSI-RS resources. Then the UE can report a list of CRIs and CQI measured from the selected CSI-RS resources.
[image: ]
Figure 6: RI/CQI report based on port selection CSI-RS resources
Proposal 5: If the input of the ML is the frequency domain channel, the UE reports L1-SINR only instead of reporting RI/CQI.
Proposal 6: If the input of the ML is the channel eigenvector or W2, the UE reports a list of CRIs and CQI based on a set of port selection CSI-RS resources.
· The gNB applies the decompressed precoders to each CSI-RS resource
Priority of AI/ML based CSI report
Usually, the non-ML based CSI could provide more stable CSI, which can be used for performance monitoring. For example, the gNB can configure a non-ML based CSI with higher overhead to monitor the performance for the ML based CSI. Therefore, the priority for the non-ML based CSI should be higher than the priority of the ML based CSI.
Proposal 7: The priority for non-ML based CSI report should be higher than the priority of ML based CSI report.
Possible implementation options for AI/ML based CSI report
The AI/ML based CSI compression requires UE to perform inference for CSI encoder. A high-performance UE may use dedicated hardware, neural processing unit (NPU), to process the CSI encoder. However, a low-performance UE may use general processing unit (GPU) to handle the CSI compression. The high-performance UE may be able to calculate the CSI with a short processing delay, but it may not be able to process multiple AI/ML based CSI reports since the number of NPUs could be limited. The low-performance UE may be able to process multiple AI/ML based CSI reports as it does for non-AI/ML based CSI reports, where a UE may support multiple CPUs. However, the low-performance UE may not be able to calculate the AI/ML based CSI with a small delay. For AI/ML based CSI compression, the following UE types should be considered:
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
For each type of UE, the CPU occupancy rule and minimal processing delay should be studied. 
Proposal 8: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
AI/ML model adaptation
For AI/ML based CSI compression, another study point is the AI/ML model selection. The first issue is to identify the necessity for multiple AI/ML models. Different AI/ML models may lead to different compression ratio. With regard to CSI omission as a result of payload size restriction for CSI feedback, the AI/ML model adaptation can be considered. The UE can select the AI/ML model with the lowest compression ratio that can fit for the payload size restriction with regard to CSI omission.
Figure 7 shows one example for AI/ML model adaptation for CSI compression. With regard to potential CSI omission, the UE can choose a CSI report with the best compression ratio that can fit for the payload size restriction for a CSI report. Thus, the AI/ML model adaptation with regard to the CSI compression ratio and CSI omission rule can be studied.


Figure 7: AI/ML model adaptation for CSI compression
Proposal 9: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.
AI/ML model monitoring
The CSI compression cannot always produce perfect performance. It is necessary to consider AI/ML model monitoring. There can be the following options for model monitoring:
· Option 1: NW-based model monitoring, where the performance for the model is monitored by the gNB and the UE may report some assistant information
· Option 2: UE-based model monitoring, where the performance for the model is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
The model monitoring should be based some measurements, which can be directly based on the input of CSI compression and output of the CSI decompression, e.g., SCS for both matrixes, or based on some performance related metrics measured based on a downlink signal, e.g., hypothetical BLER measured from precoded CSI-RS with the precoder selected from the decompressed CSI. If the SCS is lower than a threshold or the hypothetical BLER is higher than a threshold, a model performance failure can be declared. 
However, sometimes the SCS cannot reflect the performance status. Figure 8 illustrates the simulation results on the SCS and corresponding SE offset for two precoders. It can be observed that low SCS does not always produce large performance gap. Therefore, although the GSCS can be considered as an intermediate KPI, it should not be used for model performance monitoring.
[image: ]
Figure 8: Simulation results on SCS vs SE offset for two precoders

Proposal 10: Study the AI/ML model monitoring for CSI compression based on the following options:
· Option 1: NW-based model monitoring, where the performance for the CSI compression is monitored by the gNB and the UE may report some assistant information
· Option 2: UE-based model monitoring, where the performance for the CSI compression is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
Proposal 11: The metric for AI/ML model monitoring for CSI compression based on the hypothetical BLER measured from precoded CSI-RS with the precoder selected from decompressed CSI in the most recent ML based CSI report.
Proposal 12: Do not support to use SGCS as the metric for ML performance monitoring.

CSI prediction
In RAN1 #111, the following on CSI prediction is agreed.
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  




Currently the Type1 codebook is widely implemented, which is a mandatory feature for Rel-15 UE. The CSI report in Rel-18 MIMO is based on Type2 codebook, which result in large report overhead and UE complexity. The CSI prediction in AI/ML could consider the Type1 codebook as the starting point, which is more practical from UE implementations perspective. The output for the CSI prediction could the predicted PMI based on a Type1 codebook. Then the CSI prediction could become a classification issue instead of a regression issue. 
Further, with the help of the CSI prediction, the UE can also predict the CSI dwelling time, which could be much helpful for the network to determine when to trigger the CSI feedback. It is also helpful for the network to determine whether to trigger SRS to estimate the DL CSI or trigger a CSI report. Thus, for CSI prediction, it is necessary to study the CSI dwelling time as an output.
Proposal 13: Study the following output for CSI prediction:
· Predicted RI/PMI based on Type1 codebook
· Predicted CSI dwelling time
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based CSI compression. Based on the discussion, the following proposals have been achieved.
Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Proposal 2: The input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Proposal 3: The output of CSI compression should be the compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: The CSI report for CSI compression should comprise the beam index(es) for W1 selection and compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 5: If the input of the ML is the frequency domain channel, the UE reports L1-SINR only instead of reporting RI/CQI.
Proposal 6: If the input of the ML is the channel eigenvector or W2, the UE reports a list of CRIs and CQI based on a set of port selection CSI-RS resources.
· The gNB applies the decompressed precoders to each CSI-RS resource
Proposal 7: The priority for non-ML based CSI report should be higher than the priority of ML based CSI report.
Proposal 8: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
Proposal 9: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.
Proposal 10: Study the AI/ML model monitoring for CSI compression based on the following options:
· Option 1: NW-based model monitoring, where the performance for the CSI compression is monitored by the gNB and the UE may report some assistant information
· Option 2: UE-based model monitoring, where the performance for the CSI compression is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
Proposal 11: The metric for AI/ML model monitoring for CSI compression based on the hypothetical BLER measured from precoded CSI-RS with the precoder selected from decompressed CSI in the most recent ML based CSI report.
Proposal 12: Do not support to use SGCS as the metric for ML performance monitoring.
Proposal 13: Study the following output of CSI prediction:
· Predicted RI/PMI based on Type1 codebook
· Predicted CSI dwelling time

Appendix 
Table A-1: Simulation assumption
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) 


	Frequency Range
	FR1, 2GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ


	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)


	BS Tx power
	44 dBm 

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 64QAM

	Scheduler
	PF with open-loop link adaptation


	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	30kHz 

	MIMO scheme
	SU-MIMO

	CSI feedback periodicity
	5 ms

	Overhead
	2 symbol overhead

	Traffic model
	Full buffer

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC 




Average user throughput gain	
Scheme 1	Scheme 2	Scheme 3	Scheme 4	1	1.1871259276993056	1.1769212353363658	1.0442751975101747	



5% CDF user throughput gain	
Scheme 1	Scheme 2	Scheme 3	Scheme 4	1	1.1894471093158294	1.2045947992931079	1.0366574097450141	
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