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Introduction
A study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. The objective is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. The initial set of use cases includes CSI feedback enhancement, beam management, and positioning accuracy enhancements. This document provides our view on CSI compression with two-sided model.
Discussion
Data collection
Network side data collection
In order to support AI/ML model training / updating / monitoring at the network side, data collection for the ground-truth CSI at the network side is required. Following options can be considered for network-side data collection.
· Option 1: Use the ground-truth CSI from simulation platform or test field.
· Option 2: Use the ground-truth CSI of realistic UL channels measured by network.
· Option 3: Use the ground-truth CSI of realistic DL channels measured by UE and report to network.
When an AI/ML model trained under Scenario A dataset but applied to Scenario B for inference, the performance may be degraded if the two scenarios have different channel characteristics. In general, the channel characteristics from simulation platform / test field is not the same as realistic network, and therefore, Option 1 may not adopt well to the realistic scenarios. Option 2 works if the UL channel and DL channel are reciprocal. However, the FDD generally cannot provide good enough reciprocity between UL and DL for the AI/ML model trained with UL but inference with DL. Even though the reciprocal requirement for training dataset is not strict, the difference between Tx and Rx settings may also bring some uncertainties for using dataset constructed by UL channels to train AI/ML model for CSI feedback. Option 3 can make use of the realistic dataset to much better adopt to the realistic scenarios due to the ground-truth CSI report from UE to network. The ground-truth CSI should have higher resolution than the legacy CSI feedback (e.g., Type I / Type II PMI). On the other hand, the overhead of the ground-truth CSI can be studied so that the concerns on transmitting ground-truth CSI over the air interface can be relieved. Based on the above analysis, we think that Option 3 is necessary for network-side data collection.
Observation 1: In CSI compression using two-sided model use case, it is necessary to use the ground-truth CSI of realistic DL channel measured by UE and report to network.
On overhead to report the ground-truth CSI for model training, for offline training, data collection is not required to be real-time and then, latency requirement can be larger. Therefore, the average overhead for the report of ground-truth CSI would not be a critical issue. If overhead reduction of ground-truth CSI is necessary, some quantization or compression method (discussed below) can be adopted to reduce the overhead of the ground-truth CSI.
The network has responsibility of the performance of the network and hence the performance monitoring of the two-sided CSI compression use case could reside at the network side which requires collection of ground-truth CSI from the UE. In order to handle multiple UE vendors and UE models, the reporting of ground-truth CSI should be performed using 3GPP signaling to avoid the complexity of handling multiple formats.
For the ground-truth CSI reporting, reporting can be in grouped manner and/or sample-by-sample. The grouped reporting means that the data collection entity keeps collecting ground-truth CSIs and reports all (or part of) collected samples together, while the sample-by-sample reporting means once data collection entity collects one sample, it would be reported at once. Obviously, the grouped reporting is more suitable for model training, which needs a large amount of data but does not have stringent requirements on the timeliness of samples, while sample-by-sample reporting is more suitable for performance monitoring, where a few samples are enough but should be timely delivered. Depending on the requirement for latency, grouped reporting could be realized through MAC-CE, RRC or U-plane, and sample-by-sample reporting is better to be implemented via UCI.
On data sample type / format for ground-truth CSI reporting, there can be various types as following options.
· Option 1: Legacy codebook-based format
· Option 2: High resolution codebook-based format
· Option 3: Floating point representation of raw CSI data
Option 1 represents the CSI in the same format as that of legacy CSI feedback and hence, less specification impact is needed. However, the data resolution based on legacy codebooks may be insufficient to build / train AI/ML models with good performance. In Option 3, the dataset corresponds to raw CSI, e.g., raw channel matrix or channel eigenvectors that are depicted based on floating point representation format. Option 3 would provide the best CSI representation among above three options where the CSI mismatch between actual CSI value and dataset can be made as small as possible via tuning the floating point representation. However, for MIMO systems, the overhead of raw channel matrix would be quite large and then, the mechanism on reducing overhead might be necessary. In order to reduce the overhead with keeping good performance, to further study Option 2 based approach, which were proposed by several companies, e.g., legacy codebook (e.g., eType II codebook) with potential enhancements such as extend more configurations in some parameters, looks reasonable direction.
Observation 2: Data collection for model training is not required to be real-time and then latency requirement can be larger.
Observation 3: At least for data collection for performance monitoring, in order to handle multiple UE vendors and/or UE models, the reporting of ground-truth CSI should be performed using 3GPP signaling to avoid the complexity of handling multiple formats.
Observation 4: Depending on the requirement of latency, grouped reporting could be realized through MAC-CE RRC or U-plane, and sample-by-sample reporting is better to be implemented via UCI.
Observation 5: On data sample type / format for ground-truth CSI reporting, high resolution codebook-based format e.g., legacy codebook (e.g., eType II codebook) with potential enhancements such as extend more configurations in some parameters, should be studied.
On the assistance information for network-side data collection, it is useful that UE can log / store its ground-truth CSI together with the assistance information. We see the usefulness of the assistance information at least time stamps / cell ID, and UE location. We also think that it might be useful to report Rx antenna spacing and Rx RF gain imbalance to the network. If UE enable/disable certain antennas, such information is also useful. However, UE vendor may not want to disclose such information and then the feasibility of reporting such assistance information to the network should be studied.
Observation 6: For network-side data collection, at least time stamps/cell ID and UE location should be considered as the assistance information.
Observation 7: For network-side data collection, the necessity and feasibility of UE reporting Rx antenna spacing and Rx RF gain imbalance to network should be studied.

UE side data collection
For UE side data collection, it would be useful to identify the scenario in which the data is being collected. In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are dependent on the gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE. Being able to categorize the data that is collected based on the scenario or configuration may prove useful during the development of AI/ML models. To facilitate such categorization of the collected data, it would be beneficial for the network to provide assistance information to identify the scenario or configuration in which the data is being collected. However, network may not want to disclose such information as such information can be related to the competition among networks. In addition, UE vendor does not know the change of the network deployment (such as new cells are added in the neighbor locations, some temporally ON/OFF of the cell for power saving in the midnight and so on). Then, instead of informing actual configuration, some kind of virtualized configuration ID is necessary. Virtualized configuration ID means the same ID is used in the similar network actual configuration even when the cell ID or locations are different.
Observation 8: For UE-side data collection, to identify the scenario / configuration in which the data is being collected, virtualized configuration ID should be studied as the assistance information.

Higher accuracy measurement
In NR, CSI-RS and/or SRS is used for CSI acquisition. As the AI/ML operation is data-driven, the quality of the dataset can significantly contribute to the performance of the AI/ML model in principle. If CSI-RS / SRS configurations in current NR specification is not sufficient for higher accuracy measurement, enhanced CSI-RS and/or SRS may be considered for the data collection. Enhanced CSI-RS can be considered for both UE-side data collection and network-side data collection. Enhanced SRS measurement can be considered for network-side data collection. Potential enhancement of CSI-RS / SRS configuration to enable higher accuracy measurement would be 1) setting a higher power to the CSI-RS / SRS for data collection, 2) allocating more REs in time/frequency domain to the CSI-RS for data collection.
Observation 9: If CSI-RS / SRS configurations in current NR specification is not sufficient for higher accuracy measurement, enhanced CSI-RS and/or SRS may be considered for the data collection.

Training collaboration
CSI compression is realized by autoencoder. Autoencoder is typically trained end to end with a loss function to minimize the difference between input and reconstructed output. An auto-encoder has two main parts: an encoder that maps the original input into the “internal representation”, and a decoder that maps the “internal representation” to a reconstruction of the original input. Typically, the dimension of the “internal representation” can be smaller than the original input, and then, auto-encoder can realize the compression. An “encoder” of autoencoder corresponds to the UE’s processing in which the original input could be raw data (e.g., received CSI-RS value) or something after pre-computation (e.g., channel coefficient measured from CSI-RS, eigen vector, or coefficients before calculating Type II codebook). The output of UE encoder, which corresponds to “internal representation” in autoencoder, is transmitted from UE and received at gNB. An “decoder” of autoencoder corresponds to the gNB’s processing in which the original input is reconstructed from the “internal representation”.
Since autoencoder is employed at both gNB and UE to compress CSI reporting, gNB and UE need to synchronize the parameters of AI/ML module i.e., training collaboration is necessary. For training collaboration, following agreement was made in RAN1110.
	Agreement in RAN1#110
· In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied.
· Type 1: Joint training of the two-sided model at a single side / entity, e.g., UE-sided or network-sided.
· Type 2: Joint training of the two-sided model at network and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with network side training [, or parallel training: at UE and network.
· Other collaboration types are not excluded.
Type 1 training collaboration
In Type 1, the AI/ML model is trained at network side or UE side. In case the AI/ML model is trained at network side, CSI generation part (i.e., the CSI encoder) delivered to the UE (UE download AI/ML model). In case the AI/ML model is trained at UE side, the AI/ML model is trained at UE side and network-side CSI reconstruction part (i.e., CSI decoder) delivered to the network. Type 1 involves the exchange of AI/ML model and then, these options require some common AI/ML inference algorithm and common reference for model inference including bit length precision in order to obtain the same or similar output among different UEs with low complexity / low power consumption when the same input is provided.
Observation 10: Type 1 training involves the exchange of AI/ML model and then, requires some common AI/ML inference algorithm and common reference for model inference.
Pros and cons of Type 1 training collaboration are analyzed below.
· Joint training at network side
· Pros
· Performance: Theoretically, Type 1 may achieve the optimal network performance since CSI generation part and CSI reconstruction part are designed and trained jointly at network with ideal model pairing.
· However, due to the practical restrictions, such theoretical performance may hardly be achieved.
· Support of cell/site/scenario/configuration-specific model: Network can support cell/site/scenario/configuration specific model flexibly.
· Model update flexibility after deployment: Network can also dynamically update UE’s model after deployment when the wireless scenario changes, e.g., UE handover.
· Whether gNB can maintain/store a single/unified model: Network, in particular gNB, can train and maintain a unified CSI reconstruction part over multiple UEs.
· Cons
· Proprietary: The implementation of AI/ML model can be proprietary. When the trained model at network side is delivered to UE, some proprietary information has to be inevitably disclosed to UE. Whether or how to keep the proprietary of AI/ML models when network side is transferred/delivered to the UE needs to be studied.
· Privacy-sensitive dataset sharing: To provide some UE assistance information to network such as Rx antenna spacing and Rx RF gain imbalance, etc. is UE side privacy information as these can be competition area among UE vendors.
· Device-specific optimization: The algorithm design of AI/ML model can be coupled with the hardware (e.g., chipset) and the software (e.g., runtime environment), so that an unseen delivered AI/ML model arbitrarily developed by the network may not run successfully at the UE side. In particular, the CSI generation part model structure developed without involving the corresponding UE vendors may suffer low operating efficiency, long operation latency, high power consumption, or even failure of running at the UE modem.
· To alleviate such compatibility issue, it would incur the following restrictions/issues.
· Flexibility of allowing UE side and NW side to develop/update model separately: The supported model structure(s) of CSI generation part need to be aligned between the network side and the UE side, e.g., in an offline manner. This would lead to offline co-engineering, i.e., the engineering isolation is cropped to large extent.
· Device-specific optimization: Due to interoperation, the device specific optimization at the UE side may also be restricted by the preference of the network side.
· Whether gNB can maintain/store a single/unified model: A different UE vendors would probably support different structures of the CSI generation part, the network may need maintain / store numerous CSI generation parts from different UE vendors and different UE versions of per UE vendor.
· Performance: Due to the co-engineering restriction, the network may not freely develop the CSI generation part to achieve best match with the CSI reconstruction part at gNB, so that the performance may become suboptimal.
· Model format alignment based on 3GPP-specific format (i.e., open-format model) might be studied, but it would bring heavy workload across working groups.
· Whether training data distribution can be matched to the device that will use the model for inference: Training entity may use a dataset for training the model based on other devices, and that may not capture the unique aspects of the UE vendor’s device characteristics and implementation. The resulting discrepancy in data distribution may cause suboptimal model performance.
· Overhead: The air interface overhead is needed for model transfer/delivery regardless it is transferred/delivered via C-plane, U-plane. or 3GPP transparent. For CSI generation part with large size, in particular, the overhead could become critical issue if the model is frequently updated.
· Joint training at UE side
· Firstly, joint training at UE side faces the similar issues as the joint training at network side, including software/hardware compatibility issue (which further incurs engineering isolation issue, device specific optimization issue, suboptimal performance, etc.), overhead, and model proprietary issue. In addition, in contrast with joint training at network side, there a couple of specific advantages and disadvantages for joint training at UE side.
· Pros
· Whether UE device can maintain/store a single/unified model: UE side can train a unified CSI generation model to adapt to multiple CSI reconstruction model from different networks. It relieves the problem of multi-vendor pairing that UE needs to store and deploy many pairs CSI generation models.
· Cons
· Privacy-sensitive dataset sharing: To provide some network deployment information to UE such as the number of antennas, BS locations, actual Tx power etc. is network side privacy information as these are competition area among network vendors/operators.
· Support of cell/site/scenario/configuration-specific model: Dataset collected by UE vendors may not match the specific cell environment of the network vendor/operator, so that the model would be suboptimal and there is no flexibility to support cell/site/scenario/configuration specific model.
· Model update flexibility after deployment: The model update for joint training at network side is much easier than model update at the UE side which cannot train the model at the UE device due to limitation of the UE capability.
· Whether gNB can maintain/store a single/unified model: gNB needs to inference/store multiple CSI reconstruction parts delivered from different UE vendors / UE versions at the same time which increases the burden of computing and storage on the network side. As CSI reconstruction part is generally with larger size to CSI generation part, the burden of storage at gNB is heavier than joint training at network side.
Type 2 training collaboration
In Type 2, the following procedure is considered as an example.
· For each FP / BP loop
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to network side.
· Step 2: Network side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side.
· Step 3: UE side trains the CSI generation part based on the BP information from network side.
· Note: The dataset between UE side and network side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies.
In RAN1#111, the issue of the complexity and overhead of gradient exchange over the air interface was identified. Then, it was concluded that training collaboration Type 2 over the air interface for model training (such as online training) is deprioritized in Rel.18. For training collaboration Type 2 with offline training, joint training in offline engineering with multi-vendor agreements is possible. In this case, no model exchange is required after deployment (although model fine tuning would be necessary even after deployment). If the consideration on the air interface specification impact on FP/BP interaction is not needed, there might be no Type 2 specific specification impact. The only impact would be model ID exchange between UE and network, which is not only for Type 2 but also for other training collaboration types.
Observation 11: For Type 2 with offline training, if the consideration on the air interface specification impact on FP/BP interaction is not needed, there might be no Type 2 specific specification impact.
Pros and cons of Type 2 training collaboration are analyzed below.
· Pros
· Proprietary: Since the UE part model and the network part model are designed and trained by UE vendor and network vendor, respectively, model proprietary can be kept.
· Device-specific optimization: Since UE part model and the network part model are designed and trained by UE vendor and network vendor, respectively, device-specific optimization is allowed.
· Whether gNB can maintain/store a single/unified model: Network can maintain a unified model over multiple UEs with the sacrifice of performance loss to some extent.
· Cons:
· Support of cell//site/scenario/configuration-specific model: Due to offline joint development, cell/site/scenario/configuration-specific model is not flexible to support. The development of cell/site/scenario/configuration-specific model in Type 2 requires collecting and labelling data from various sites/scenarios/configurations. Multiple models can then be trained over the air. The maintenance of separate sets of models on both the network and UE side may result in storage limitations for the UE. Updating cell/site/scenario/configuration-specific models or developing new ones also requires triggering another training procedure, which is not easy. As a result, developing cell/site/scenario/configuration-specific model in Type 2 may be more challenging in Type 1.
· Model update flexibility after deployment: Due to the real-time interaction of FP/BP iteration between network and UE, engineering isolation is seriously breached. UE vendor and network vendor can’t accomplish model training/updating independently. Thus, model update will be not flexible after development since cooperation between UE vendor and network vendor is needed.
· Performance: Unlike Type 1, in Type 2, the UE and network are not necessarily aware of detailed or type of AI/ML model structure used at the other side, and the structure of encoder and decoder may not match in type, number of layers, complexity, computational requirement, etc.
· Extendability: If a common network side model is used for multiple UE side models, the network side entity needs to coordinate across UE vendors for joint training, and the release of a new UE type would trigger retraining across the vendors. Similar issue exists if a common UE side model is used for multiple network side models.
· Overhead: The two training entities need to coordinate to exchange FP and BP results during the training iterations. The exchange can cause significant overhead if it is carried out over the air interface.
Type 3 training collaboration
In Type 3, the following procedure is considered for sequential training starting with network side training (network-first training).
· Step 1: Network side trains the network side CSI generation part (which is not used for inference) and the network side CSI reconstruction part jointly.
· Step 2: After network side training is finished, network side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part.
· Step 3: UE side trains the UE side CSI generation part based on the received set of information.
· Other Type 3 network-first training approaches are not precluded and reported by companies.
For network-first sequential training, following options for UE side CSI generation model training was identified.
· Option 1: Network generate training dataset to enable UE side supervised learning
· Option 2: Training based on gradient exchange with network side CSI reconstruction model
· Option 3: Training based on reference CSI reconstruction model shared by network side
In our view, at least Option 1 should be considered for training collaboration Type 3. For Option 1, training dataset and/or other information (e.g., dataset ID and/or model ID) delivery from network side to UE side should be studied. For the realization of Type 3, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. In the defining the requirement, gNB feasibility based on the UE requirement is also checked. UE only declares the AI/ML model availability only when the model satisfies the requirement as UE capability. The network enables AI/ML encoding if/when useful. There are following possibilities as the method to train CSI generation part at the network side. In Option 1b/1c/1d, operator/network vendor specific output is shared only bilateral exchange between UE/chipset and operator/network vendors. This allows each UE manufacture designs their algorithm with the help of operator/network vendor specific information. In Option 1b, the final check is based on 3GPP common test. Therefore, the checked AI/ML model may be used for the other operators/network vendors as common test is passed. In Option c, both training and test are operator/network vendor specific. Therefore, it is not possible to use the trained AI/ML model by the other operator/network vendors. In Option 1d, compared with Option 1c, the training input is field raw data. Therefore, it is more specific to the deployment. Although Option 1c or 1d might be the minimum specification effort, all options should be studied including the feasibility and the framework to cover all options should be established.
	
	Training input data
	Training output data
	How UE model checked?

	Option 1a
	3GPP specified channel model
	3GPP specified output
	UE model is checked by 3GPP performance specification

	Option 1b
	3GPP specified channel model
	Operator/Network vender specific output 
	UE model is checked by 3GPP performance specification

	Option 1c
	3GPP specified channel model
	Operator/Network vender specific output 
	UE model is checked by inter-operability test (IOT).

	Option 1d
	Field raw data
	Operator/Network vender specific output 
	UE model is checked by inter-operability test (IOT).


Observation 12: For Type 3 training collaboration with network-first training, at least the option that network generates training dataset to enable UE side supervised learning should be studied.
Observation 13: For Type 3, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. The input for the training can be 3GPP specified channel model or field raw data. The output for the training can be something 3gpp defined output or network vendor specific information. The UE model performance can be checked by 3gpp specification or inter-operability test (IOT).
Pros and cons of Type 3 training collaboration are analyzed below.
· Network-first separate training
· Pros
· Proprietary: Model proprietary can be guaranteed as model disclosure or joint development between network vendor and UE vendor on model structure may not be needed.
· Support of cell/site/scenario/configuration-specific model: Network can flexibly generate the cell/site/scenario/configuration-specific model and deliver cell/site/scenario/configuration-specific dataset to UE for training.
· Device specific optimization: Model training at network and UE are performed separately, thus the hardware/software compatibility issue can be avoided.
· Feasibility of allowing UE side and network side to develop/update model separately: The engineering isolation in terms of the CSI generation part alignment can be better ensured since the network part model and the UE part model are individually developed and trained.
· Whether gNB can maintain/store a single/unified model: The burden on model maintenance/storage at the network is relieved, as the network can maintain a unified CSI reconstruction part over multiple UEs.
· Whether UE device can maintain/store a single/unified model: The UE side can also maintain a unified CSI generation part to match multiple network vendors using dataset mixing.
· Extendability: Since the UE side and network side models are trained separately, the engineering effort of adding a new UE type or new UE side vendor is contained and does not propagate to other vendors even if the network side or UE side uses a common model for multiple models on the opposite side.
· Cons:
· Model update flexibility after deployment: For the model updating, if the dataset sharing is performed offline, it is not flexible to update model after deployment. However, since the required dataset size of model updating/finetuning is much less than that of model training, dataset sharing for model updating can be also perform via air interface without introducing serious overhead. Therefore, the flexibility of model updating can be improved to some extent. Compared with Type 1 joint training at network side though, it may be less flexible for model updating,
· Performance: Type 3 may face the issue of suboptimal performance compared with joint training with ideal model pairing.
· Overhead: For the dataset sharing over air interface, it would introduce additional overhead of dataset delivery.
· UE-first separate training
· Firstly, UE-first separate training faces the similar properties to the network-first separate training, including proprietary, device-specific optimization, feasibility of allowing UE side and network side to develop/update model separately, model performance, and overhead. In addition, in contrast with network-first separate training, there a couple of specific advantages and disadvantages for UE-first separate training.
· Pros:
· Whether UE device can maintain/store a single/unified model: UE can train a unified CSI generation model to adapt to multiple CSI reconstruction models from different network vendors based on the sharing dataset from UE to network.
· Cons:
· Support of cell/site/scenario/configuration-specific model: The dataset collected by UE side may not match the channel characteristics at the network, regarding the network vendor may want to perform cell/site/scenario/configuration-specific model trainings while the dataset provided by UE vendors may not involve that categorization.
· Model update flexibility after deployment: Model update may not be flexible after deployment for the UE-first training, since the training entity of the UE side would be the non-3GPP entity rather than the UE device due to the limitation of the UE capability.
· Whether gNB can maintain/store a single/unified model: For the UE-first training, the gNB may need to inference/store multiple network part models to separately pair with UE part models subject to different UE vendors / UE versions.
Summary of pros/cons of different offline training collaboration types
Based on the above analysis, the pros/cons of different offline training collaboration types including the aspects concluded in RAN1#112 can be summarized as follows.
	
	Type 1-NW
	Type 1-UE
	Type 2
	Type 3
NW-first
	Type 3
UE-first

	Whether model can be kept proprietary
	×
	×
	〇
	〇
	〇

	Requirements on privacy-sensitive dataset sharing
	△
	△
	△
	△
	△

	Flexibility to support cell / site / scenario / configuration specific model
	〇
	×
	×
	〇
	×

	gNB / device specific optimization – i.e., whether hardware-specific optimization of the model possible, e.g., compilation for the specific hardware
	×
	×
	〇
	〇
	〇

	Model update flexibility after deployment
	〇
	×
	×
	△
	×

	Feasibility of allowing UE side and NW side to develop / update model separately
	×
	×
	×
	〇
	〇

	Model performance based on evaluation in 9.2.2.1
	△
	△
	△
	△
	△

	Whether gNB can maintain / store a single / unified model
	〇
	×
	〇
	〇
	×

	Whether UE device can maintain / store a single / unified model
	〇
	〇
	〇
	〇
	〇

	Extendability: To train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	×
	×
	×
	〇
	×

	Whether training data distribution can be matched to the device that will use the model for inference
	×
	×
	〇
	〇
	〇

	Whether device capability can be considered for model development
	×
	×
	〇
	〇
	〇

	Other aspects
	
	
	
	
	

	Overhead
	△
	△
	×
	△
	△


On which training collaboration type is implemented, in our view, at least for Rel.18/19, Type 3 with network-first training would be more feasible approach. Large specification effort would be required for Type 1 since some common AI/ML algorithm and common reference for model inference should be discussed and agreed. However, Type 1 with network-sided training might be interesting / potential in the long-term as more flexibility of the operation from the network is possible. Type 1 with UE-sided training would be unreasonable approach since network vendor could not rely on UE manufacture’s AI/ML model as it might not consider overall network efficiency.
Observation 14: Type 3 with network-first separate training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.

Inference
Handling of rank of AI/ML model
Once an AI/ML model has been trained, the input and output dimension of AI/ML model needs to be fixed. For CSI feedback, the dimension of input and output depend on the number of CSI-RS antenna ports, sub-bands, and the number of feedback bits, etc. However, if only one CSI compression model can be used for one fixed set of configurations, UE and gNB would need to store plenty of CSI compression models applicable for various configurations. Therefore, it is necessary to consider scalability of the AI/ML model for CSI compression so that it can adapt to various configurations. One of example of scalability consideration could be the handling of rank. For the handling of rank of AI/ML model, following options could be considered.
· Option A: Separate AI/ML model is trained and applied for each rank to perform individual inference.
· Option B: A unified AI/ML model is trained and applied for each rank to perform individual inference.
· Option C: A unified AI/ML model is trained and applied for adaptive ranks to perform inference.
For Option A, data shaping effort might be larger. The amount of data might also be larger since the amount of data might depend on not only number of antenna ports and number of sub-bands but also on number of supported ranks. In addition, separate AI/ML module for rank decision and each rank operation is necessary. On the other hand, since single AI/ML inference can be handled for each rank, model generation and/or parameter tuning could be less complicated than Option B and C. For Option C, the effort for data collection would be easier and single AI/ML module may cover overall. The amount of the training data might depend on the number of antenna ports and number of sub-bands. Since single AI/ML inference needs to consider multiple rank, model generation and/or parameter tuning might be more complicated.
Observation 15: For each option of training collaboration, handling of rank of AI/ML model should studied.

Quantization / dequantization
For quantization / dequantization, two approaches 1) quantization non-aware training and 2) quantization-aware training should be studied. For quantization non-aware training, the AI/ML model for CSI generation/reconstruct parts and quantization/dequantization parts can be separately trained. It allows independent update of each function. On the other hand, quantization-aware training allows integrating quantization/dequantization with the model for CSI generation/reconstruction parts and it may have potential to optimize the total model and provide better performance.
Observation 16: Both quantization non-aware training and quantization-aware training should be studied.

CQI determination
In current specification, CSI reporting may include RI, PMI, and CQI. For legacy Type II codebook, RI, PMI, and CQI are jointly reported to gNB, where RI and CQI are calculated by using the calculated PMI at UE side. gNB transmits DL data according to received RI, CQI and PMI. Since the PMI matches well with RI and CQI, the system performance is expected by using the PMI as the precoder of DL data transmission. For CSI compression using two-sided model, the decoder at gNB side can be used to reconstruct the compressed CSI. Then, gNB can utilize the reconstructed CSI to calculate the precoder of DL data transmission. If the decoder is also deployed at UE side, RI and CQI can be calculated by using the precoder which obtained through the decoder. However, if the decoder is not deployed at UE side, the question is how to calculate RI and CQI. In order to solve the above question, several options were identified as in RAN1#112 agreement.
· Option 1: CQI is NOT calculated based on the output CSI reconstruction part from the realistic channel estimation.
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement.
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment.
· Option 1c: CQI is calculated based on legacy codebook.
· Option 2: CQI is calculated based on the output on CSI reconstruction part from the realistic channel estimation.
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstruction precoder.
In Option 1a, UE adopts the target CSI, which is input of the CSI generation part for CQI calculation which is different from what will be recovered by network. Such misalignment between the original channel and recovered channel will lead to misalignment of the CQI between network and UE, and the CQI calculated by UE would be overestimated. However, this may not be a big issue since network may always make some adjustment on UE reported CQI, for example based on outer-loop link adaptation using HARQ-ACK.
In Option 1b, to report more accurate CQI, UE compensates the CQI calculated with the original channel. As the UE may not have information of the receiver CSI, the CQI compensation can be derived based on some assistance of network indication.
In Option 1c, UE may not be expected to calculate traditional codebook, not only it increases the UE complexity, e.g., UE has to process two types of CSI, but also PMI and CQI mismatching is unavoidable. If traditional codebook can already process accurate CSI, it would not be motivation to implement AI/ML model.
In Option 2a, UE may not be expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally a proprietary design by network side. One of possibility to solve the issue would be that UE calculate CQI based on the CSI reconstruction output which is based on reference model not actual reconstruction model output.
In Option 2b, it needs two-step procedure to finish CQI determination, where the first step is UE receives a CSI-RS and report the precoder compressed by AI/ML model, and the second step for UE is to receive a precoded CSI-RS transmitted with the corresponding reconstructed precoder and report the CQI determined by precoded CSI-RS. Two-step procedure increases the time span of the CQI determination process, which may face the channel variation so the current CQI cannot match the previous CSI.
Observation 17: For CQI determination in CSI report, further study Option 1a, 1b, and 2a.

CSI report
Regarding the exact CSI feedback sent from the UE to network, it is expected that the format of the compressed information (output of the encoder) will be specified to a certain degree. There are several open issues to address there such as integrating AI/ML-enabled CSI compression report and legacy non-AI/ML CSI reports, combining reporting of AI/ML-enabled/compressed parts of CSI report with legacy non-AI/ML parts, and method of providing scalable and flexible AI/ML based CSI reporting. To fit into the legacy CSI reporting setup, mapping of compressed CSI into fixed/configurable/known-payload part (similar to CSI part 1) and variable/predictable size (similar to CSI part 2) may also be required with compressed CSI.
Observation 18: Legacy CSI reporting mechanism, i.e., mapping of compressed CSI into fixed/configurable/known-payload part (similar to CSI part 1) and variable/predictable size (similar to CSI part 2) may also be required for CSI compression using two-sided models.

Monitoring
In order to ensure availability of AI/ML model, the model performance needs to be monitored. UE and gNB should interact with some essential information related to the model, such as indicator related to model performance deterioration, information reflecting model performance and/or information related to both measurement results and inference results. In RAN1#112, to study intermediate KPIs based monitoring was agreed with following directions.
· Direction 1: Network-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side.
· Direction 2: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the network or obtained from the network side.
· Direction 3: UE-side monitoring based on the output of the CSI reconstruction model at the UE side.
Direction 1 includes two steps after the UE performs the measurement of CSI-RS to derive the ground-truth CSI and the CSI feedback. In the first step, UE feeds back the ground-truth CSI as well as the CSI feedback to the network. In the second step, the network recovers the CSI using the CSI reconstruction part, and calculate the intermediate KPI (such as SGCS) with the recovery and the reported ground-truth CSI. For Direction 1, the potential specification impact is how to obtain/report target CSI from UE to network, and it can be one of discussion points in data collection.
On Direction 2, if the output of the CSI reconstruction model is indicated by the network, this includes three steps. In the first step, UE feeds back the CSI feedback to the network. In the second step, the network recovers the CSI using the CSI reconstruction model, and indicates the recovery CSI to the UE afterwards. In the third step, the UE calculates the intermediate KPI (such as SGCS) with the measured ground-truth CSI and the received recovery CSI. Direction 2 requires much overhead to indicate the recovery CSI to the UE.
On Direction 3, if model training does not happen at UE, the complicated CSI reconstruction model should be transferred to UE, which may have concern in proprietary and compatibility issues. To address this, it was proposed to introduce a framework that utilize proxy model. Proxy model is trained to emulate the actual model, but with a much simpler structure and fewer parameters. As a result, the transfer of proxy model is much easier and poses fewer issues regarding overhead, model proprietary and compatibility. Although the proxy models may not achieve the same level of performance as the actual model, this does not prevent performance monitoring to consider proper performance gap between proxy model and the actual model.
Observation 19: Further study Direction 1 and Direction 3 with proxy model framework.
· Direction 1: Network-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side.
· Direction 3: UE-side monitoring based on the output of the CSI reconstruction model at the UE side.

Conclusion
In this contribution, we provide our view on the specification impact of AI/ML for CSI feedback enhancement. We made following observations.
Observation 1: In CSI compression using two-sided model use case, it is necessary to use the ground-truth CSI of realistic DL channel measured by UE and report to network.
Observation 2: Data collection for model training is not required to be real-time and then latency requirement can be larger.
Observation 3: At least for data collection for performance monitoring, in order to handle multiple UE vendors and/or UE models, the reporting of ground-truth CSI should be performed using 3GPP signaling to avoid the complexity of handling multiple formats.
Observation 4: Depending on the requirement of latency, grouped reporting could be realized through MAC-CE RRC or U-plane, and sample-by-sample reporting is better to be implemented via UCI.
Observation 5: On data sample type / format for ground-truth CSI reporting, high resolution codebook-based format e.g., legacy codebook (e.g., eType II codebook) with potential enhancements such as extend more configurations in some parameters, should be studied.
Observation 6: For network-side data collection, at least time stamps/cell ID and UE location should be considered as the assistance information.
Observation 7: For network-side data collection, the necessity and feasibility of UE reporting Rx antenna spacing and Rx RF gain imbalance to network should be studied.
Observation 8: For UE-side data collection, to identify the scenario / configuration in which the data is being collected, virtualized configuration ID should be studied as the assistance information.
Observation 9: If CSI-RS / SRS configurations in current NR specification is not sufficient for higher accuracy measurement, enhanced CSI-RS and/or SRS may be considered for the data collection.
Observation 10: Type 1 training involves the exchange of AI/ML model and then, requires some common AI/ML inference algorithm and common reference for model inference.
Observation 11: For Type 2 with offline training, if the consideration on the air interface specification impact on FP/BP interaction is not needed, there might be no Type 2 specific specification impact.
Observation 12: For Type 3 training collaboration with network-first training, at least the option that network generates training dataset to enable UE side supervised learning should be studied.
Observation 13: For Type 3, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. The input for the training can be 3GPP specified channel model or field raw data. The output for the training can be something 3gpp defined output or network vendor specific information. The UE model performance can be checked by 3gpp specification or inter-operability test (IOT).
Observation 14: Type 3 with network-first separate training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.
Observation 15: For each option of training collaboration, handling of rank of AI/ML model should studied.
Observation 16: Both quantization non-aware training and quantization-aware training should be studied.
Observation 17: For CQI determination in CSI report, further study Option 1a, 1b, and 2a.
Observation 18: Legacy CSI reporting mechanism, i.e., mapping of compressed CSI into fixed/configurable/known-payload part (similar to CSI part 1) and variable/predictable size (similar to CSI part 2) may also be required for CSI compression using two-sided models.
Observation 19: Further study Direction 1 and Direction 3 with proxy model framework.
· Direction 1: Network-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side.
· Direction 3: UE-side monitoring based on the output of the CSI reconstruction model at the UE side.
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Appendix: Agreements in previous meetings
RAN1#109e
Agreement:
· Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case.
· Note: Study of other sub use cases is not precluded.
· Note: ALL pre-processing / post-processing, quantization / de-quantization are within the scope of the sub use case.

Conclusion:
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI-RS configuration and overhead reduction as a possible sub use case for CSI feedback evaluation methodology discussion.
· Further discuss resource allocation and scheduling as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss joint CSI prediction and compression as a possible sub use case for CSI feedback enhancement after evaluation methodology discussion.

RAN1#110
Conclusion:
· CSI-RS configuration and overhead reduction is NOT selected as one representative sub use case for CSI feedback enhancement use case.

Conclusion:
· Resource allocation and scheduling is NOT selected as one representative sub use case for CSI feedback enhancement use case.

Agreement:
· In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied.
· Type 1: Joint training of the two-sided model at a single side / entity, e.g., UE-sided or network sided
· Type 2: Joint training of the two-sided model at network side and UE side, respectively
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with network side training [, or parallel training: at UE and network.
· Other collaboration types are not excluded.

Agreement:
· In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration (size / format) and/or potential post / pre-processing of CSI generation model output / CSI reconstruction model input.
· CQI determination
· RI determination

Agreement:
· In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type / dimension / configuration and potential post processing

Agreement:
· In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity / feasibility / potential specification impact, for data collection for AI/MML model training / inference / update / monitoring
· Assistance signalling for UE’s data collection
· Assistance signalling for gNB’s data collection
· Delivery of the datasets

RAN1#110bis-e
Conclusion:
· CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub use case for CSI feedback enhancement use case.

Conclusion:
· Joint CSI prediction and CSI compression is NOT selected as one representative sub use case for CSI feedback enhancement use case.

Conclusion:
· Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub use case for CSI enhancement use case.
· Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression.

Agreement:
· In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB.
· Alignment of the quantization / dequantization method and feedback message size between network and UE

Agreement:
· In CSI compression using two-sided mode use case, study potential specification impact for performance monitoring including
· Network side performance monitoring: Network monitors the performance and make decision of model activation / deactivation / updating / switching.
· UE-side performance monitoring: UE monitors the performance and reports to network, network makes decisions of model activation / deactivation / updating / switching.

Agreement:
· In CSI compression using two-sided model use case, further study potential specification impact related to assistance signalling and procedure for model performance monitoring.

Agreement:
· In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement:
· In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics / methods.
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., throughput, hypothetical BLER, BLER, NACK/ACK)
· Legacy CSI based monitoring: Schemes using additional legacy CSI reporting
· Other monitoring solutions at least including the following option.
· Input or output data-based monitoring: Such as data drift between training dataset and observed dataset and out-of-distribution detection

RAN1#111
Agreements:
· Time domain CSI prediction using UE sided model is selected as a representative sub use case for CSI enhancement.
· Note: Continue evaluation discussion in 9.2.2.1.
· Note: RAN1 defer potential specification impact discussion at 9.2.2.2 until the RAN1#112bis-e, and RAN1 will revisit at RAN1#112bis-e whether to defer further till the end of Rel.18 AI/ML SI.
· Note: LCM related potential specification impact follow the high level principle of other one-sided model sub cases.

Conclusion:
· In CSI compression using two-sided model use case, training collaboration Type 2 over the air interface for model training (not including model update) is deprioritized in Rel.18 SI.

RAN1#112
Agreements:
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least
· Enhancement of CSI-RS configuration to enable higher accuracy measurement
· Assistance information for UE data collection for categorizing the data informs of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site, etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement
· Contents of the ground-truth CSI including
· Data sample type, e.g., precoding matrix, channel matrix, etc.
· Data sample format: scalar quantization and/or codebook-based quantization (e.g., eType II-like)
· Assistance information (e.g., time stamps, and/or cell ID, assistance information for network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site, etc. and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

Conclusion:
· In CSI compression using two-sided model use cases, further discuss the pros / cons of different offline training collaboration types including at least the following aspects.
· Whether model can be kept proprietary
· Requirements on privacy-sensitive dataset sharing
· Flexibility to support cell / site / scenario / configuration specific model
· gNB / device specific optimization – i.e., whether hardware-specific optimization of the model possible, e.g., compilation for the specific hardware
· Model update flexibility after deployment
· Feasibility of allowing UE side and NW side to develop / update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain / store a single / unified model
· Whether UE device can maintain / store a single / unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded.
· Note: Training data collection and dataset / model delivery will be discussed separately.

Agreements:
· In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1.
· Option 1: Precoding matrix
· 1a: The precoding matrix is spatial-frequency domain.
· 1b: The precoding matrix is represented using angular-delay domain projection.
· Option 2: Explicit channel matrix (i.e., full Tx  Rx MIMO channel)
· 2a: Raw channel is in spatial-frequency domain
· 2b: Raw channel is in angular-delay domain
· Note: Whether Option 2 is also studied depends on the performance evaluation in 9.2.2.1.
· Note: RI and CQI will be discussed separately.

Agreements:
· In CSI compression using two-sided model use cases, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement.
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment.
· Option 1c: CQI is calculated based on legacy codebook.
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
· Note: CSI reconstruction part the UE can be different comparing to the actual CSI reconstruction part used at the NW.
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstruction preceder.
· Other options are not precluded.
· Note 1: Feasibility of different options should be evaluated.
· Note :2 Gap analysis between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated.
· Note 3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS / signaling overhead.

Agreements:
· In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report.
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines / reports the actual CSI payload size and/or other CSI related information within constrains configured by the network.

Agreements:
· In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing unit

Agreements:
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the NW side
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· UE-side monitoring based on the output of the CSI reconstruction model at the UE side
· Note: CSI reconstruction model at the UE side can be the same or different comparing to the actual CSI reconstruction model used at the NW side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network side monitoring based on target CSI measured via SRS from the UE.
· Note: Monitoring approaches not based on intermediate KPI are not precluded.
· Note: The study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
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