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[bookmark: _Ref521334010]Introduction
Artificial Intelligence (AI) and Machine Learning (ML) are powerful in solving non-linear issues, and become one of the most popular research directions around the world. For wireless communication, AI/ML also attracts strong interest from academic circle, and already shows its capability in improving performance in many fields. 3GPP also finished an RAN3-led AI/ML study in Rel-17, in which AI/ML models are applied for better data collections in several typical use cases, including network energy saving, load balancing, and mobility optimization [1]. In Rel-18, a study item on AI/ML in RAN1 was approved [2], to investigate the support of AI/ML in physical layer other than implementation-based approaches.  Substantial progress was achieved on life cycle management (LCM), common KPIs, generalization and a few terminologies in RAN1 meetings [3][4][5][6][7]. 
Further investigation is needed to complete the study. In this contribution, we share our views on the general aspects of AI/ML-based approaches for air interface, including the terminology, general framework, life cycle management and UE capabilities. We also provide our views on the common evaluation methodology and KPIs. 
Discussion
[bookmark: _Ref114494167]Terminology
As required by the SID, the study shall identify common notation and terminology for AI/ML related functions, procedures and interface [2]. An initial terminology list was built up as Working Assumption for RAN1 discussion in RAN1#109-e [3]. In RAN1#110, new terms on online training, offline training and model delivery were agreed to be captured in the terminology list [4].
In RAN1#111 and RAN1#112, ‘functionality activation/deactivation/switching’ are adopted in serval agreements on functionality-based LCM [6][7]. However, the exact terminologies have never been defined. While no concern is foreseen for functionality activation/deactivation, functionality switching may be problematic. Without clear definition, it seems the switching range between functionalities can be completely unrestricted. For example, it does not prohibit the case in which a functionality for beam management is switched to another functionality for positioning. This is wired, and makes no sense from view of life cycle management.
Recall that, we already defined model switching as follows:
	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


In the definition, switching can only happen between models ‘for a specific function’. Similar definition can be considered for functionality switching. A considerable restriction for functionality switching is limited within the same sub use case, or AI/ML enabled feature. The later one is slightly preferred for now.
	Functionality switching
	Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.


We propose to add functionality switching in the terminology list.
Proposal 1: Add the following definition of functionality switching in the terminology list:
	Functionality switching
	Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.


General AI/ML framework
In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed, monitored. Thus the framework shall at least include function blocks as: data collection, model training, and model management (including, e.g. model monitoring/selection/switching/ etc.). Model inference is also critical and should be included by natural. Figure 1 illustrates how these function blocks are interactive with each other. 
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface
In the above figure,
· Different kinds of data flow (data for training, data for management, data for inference) are marked with different colours. A unified colour can also be considered.
· Potential data feedback from actor to data collection block is marked in dash line. The output data may be collected for the purpose of training (typically online/reinforce training) or model monitoring.
· Model storage may or may not exist. If we only care about the trainer and user of an AI/ML model, a line from model training to model inference should be enough. Then we do not need to differentiate where it is stored.
We propose to adopt Figure 1 as the framework diagram.
Proposal 2: Adopt Figure 1 as the diagram for AI/ML framework in NR air interface.
So far, when discussing functional framework, it seems more or less refer to model-ID based LCM. However, since RAN1#111, functionality-based LCM is confirmed as an alternative way to adopt AI/ML-based approaches. We may need to consider whether to define functional framework diagram for functionality-based LCM. If defined, it is preferred to reuse the one for model-ID based LCM as much as possible.
Proposal 3: Discuss whether to introduce functional framework diagram for functionality-based LCM.
· If introduced, it is preferred to reuse the one for model-ID based LCM as much as possible.
Life cycle management
[bookmark: _Ref115253049]Model/functionality based LCM 
To align the understanding of AI/ML-based approaches between UE and NW, two methods can be applied, i.e. model identification and functionality identification [6]. In RAN1#112, the following agreements were reached to further clarify the difference between them [7]: 
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.


It is FFS the relationship between functionality identification and model identification. In our view, functionality identification and model identification are independent procedures. It is unnecessary to set functionality identification as the prerequisite as model identification, or vice versa. 
For functionality-based LCM, consider the potential implementation choices as shown in Figure 2:
· In Figure 2 (A), by implementation, a UE may use two AI/ML models to realize a functionality. The UE performs functionality identification to the network. After network activating such functionality, the UE can switch between these two AI/ML models by its preference, e.g. by model monitoring result, without identifying the AI/ML models to network.
· In Figure 2 (B), by implementation, a UE may use one AI/ML model, which may be very powerful in generalization, to realize two functionalities. The UE performs functionality identification for both of them to the network. Even if network indicates functionality switching, the UE may still use the same AI/ML model without change, and without identifying the AI/ML model to network.
[image: ]
[bookmark: _Ref131431097]Figure 2 Potential relationship between functionality and AI/ML model: (A) A functionality is realized by multiple models; (B) A powerful model fulfills multiple functionalities
For model-ID based LCM, metadata on the model shall be provided during model identification. Although the content of ‘metadata of model’ and ‘information of applicable condition of functionality’ may be partially overlapped, it does not mean functionality shall be identified first before model identification. On the contrary, ‘metadata of model’ is sufficient for model identification, while ‘information of applicable condition of functionality’ seems redundant to model-ID based LCM.
Proposal 4: Functionality identification and model identification are two separate procedures, which does not couple with each other.
It is FFS whether and how much awareness/interaction network should have about model-level LCM performed by UE. In general, since the network does not know about the AI/ML models at UE side, it seems unnecessary and meaningless for network to know about the LCM of UE’s models either. UE shall take the responsibility to guarantee the performance of AI/ML-based approach. For example, UE may update the model, or switch to another model based on model monitoring result. These decisions are not made by network.
Nevertheless, network takes the responsibility of activate/deactivate/switch an AI/ML functionality. Thus network still cares about the performance of AI/ML functionality. If the performance of AI/ML functionality is degraded (due to any possible reasons) for a certain time, network may prefer to deactivate it. Thus, it is more meaningful to discuss how network can monitor the performance of functionality, rather than know about the model LCM at UE side. For simplicity, the methods for model monitoring should be reused as much as possible.
Proposal 5: For functionality-based LCM, network does not need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.
· FFS how to monitor the performance of AI/ML functionality. Model monitoring method can be a starting point.
One special case is model deactivation. It is quite contradictory if network activates an AI/ML functionality, but UE deactivates ALL AI/ML models corresponding to this functionality. Such UE behavior is more like cheating the network. This case should be forbidden. Since the management of functionality is totally up to network, if a UE would like to deactivate all AI/ML models corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request to network, just as the case of model monitoring.
Proposal 6: If network activates an AI/ML functionality to UE, the UE is not allowed to deactivate ALL AI/ML models corresponding to this functionality. 
· If UE would like to deactivate all AI/ML models corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request to network.
Model identification
For model identification, metadata (i.e. model description information) is the core part. It will be impossible to perform LCM within 3GPP without sufficient metadata of the identified model. As a starting point, take model identification from UE to network as example, the following information can be considered for metadata:
· Model functionality
· The basic information that should be provided, e.g. the model is for CSI compression, beam prediction, positioning. The indication should be sub-use case level or even finer level. Forward capacity should be considered for other functionalities agreed in future.
· Model input/model nominal input
· This information is useful at least for model inference and model monitoring, e.g. whether the input is raw channel or eigenvector, for intermediate KPI calculation in CSI compression. It is also useful if UE asks network to provide some dataset collected in local site for model fine-tuning. 
· The input may just be nominal from specification point of view, while the actual input can be deduced from nominal input but up to UE’s implementation.
· If a UE use additional proprietary input that does not need network’s involvement, the UE may not need to inform it to network, e.g. compensation value for UE’s sampling frequency offset.
· Model output/model nominal output
· Network need to understand the output type of the model, e.g. whether it is a spatial domain or time domain prediction for beam management, whether the output is predicted RSRP and/or predicted beam ID for beam prediction.
· The output may just be nominal from specification point of view. Nominal output may be deduced/post-processed from the actual output, which is up to UE’s implementation.
· Output format, e.g. the dimension of the output.
· Assistance information for inference
· This may include, for example, quantization related information for CSI compression. For another example, the beam shape related information (e.g., relative power information per beam per angle) for beam prediction. The UE may require some assistance information/signal from network. The required assistance information should be discussed per use case, and should not disclose the unavailable private information.
· Model performance
· This may include, e.g. performance of inference accuracy or system performance, inference latency, etc., which can help network’s decision on whether and when to activate the model.
· The performance may be hypothetic or predicted.
· Concurrent use with other AI/ML models and/or non-AI/ML features
· This information is useful for network to plan the LCM of AI/ML model, when multiple AI/ML models (e.g. with different functionality) cannot be activated simultaneously. Note that multiple AI/ML models share the limited storage and computation power.
· Whether an active AI/ML model has no impact on all non-AI/ML features is still questionable. This is desired, but currently this is not guaranteed. It may impact model monitoring when some legacy mechanism is involved.
· Applicable conditions
· The condition may be, e.g. applicable scenarios, configurations or sites. This information may be useful for model switching/selection/fallback, e.g. indoor/outdoor requirement for positioning. It may also enable model monitoring based on applicable conditions.
· Possibly, this may be a part of model functionality information.
· Pairing information for two-sided model
· This will be useful when multiple network parts of two-sided models are deployed at network, for the case of, e.g. separate training. But the feasibility for UE to be aware of network’s model(s) needs further discussion. One possible way may be that UE and network train their models based on a common dataset, then the UE only needs to indicate the training dataset to network. Network can be aware of the paired model based on the indicated dataset.
Proposal 7: For model identification, the following information can be considered as the starting point for model description information when provided from UE to NW:
· Information on model functionality,
· Information on model input/model nominal input,
· Information on model output/model nominal output,
· Information on assistance information for inference,
· Information on model performance,
· Information on concurrent use with other AI/ML models and/or non-AI/ML features,
· Information on applicable conditions,
· Information on pairing information for two-sided model.
Note that, metadata is not only critical in model identification, but also in model transfer via 3GPP signaling. We think metadata for model identification can be reused for model transfer.
Proposal 8: Metadata of model for model identification can be reused for model transfer.
For an identified AI/ML model, a unique model ID, from UE’s or network’s point of view, is needed for model management, e.g. indication of the model. In previous RAN2 meeting, the following agreement was reached [9].
	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 


A global ID can be useful for the purpose of test, i.e. avoid duplicated testing for the same model. Since the ID is unique ‘globally’, it should be determined by preset rules, rather than something allocable by network. The length of global ID may be quite large to ensure the forward capacity, e.g. more than 20 bits. However, the actual model number supported by a UE is limited. It seems redundant to always indicating such long ID just for the purpose of LCM like model activation within the network. 
Alternatively, RAN1 may consider a short local model ID for the purpose of LCM. This is similar to the case of cell ID. In NR, a global cell ID is defined for each cell, i.e. NCGI (NR Cell Global Identifier). The size of NCGI is up to 36 bits. However, in physical layer, we only need to consider a simplified cell ID with only ~10 bits (0~1007). Similarly, after a UE-sided model is identified with a global ID, the network may allocate one short local model ID for each model. This can avoid unnecessary signaling overhead in physical layer. The local model ID may be, e.g. cell-specific but unnecessarily global.
Proposal 9: A local model ID can be allocated to an AI/ML model for model LCM in physical layer, rather than directly apply the global ID assumed by RAN2.
For model identification, last but not least, it is unclear whether it is offline or online:
· Offline option means the existence of model is informed to the network (maybe by OTT server) even before a UE’s initial access. This may be convenient in some cases. When plenty of UEs support the same AI/ML model, they do not have to duplicate the report of metadata to network. 
· Online option means the UE shall report the supported AI/ML model to network after the initial access. This is a safer choice to some degree. For example, if the OTT server does not inform the model to network, the UE can still have a chance to identify its model to the network. In another view, the network can still have a chance to identify the model at the UE side.
Based on the analysis above, we suggest keeping both options at least for now.
Proposal 10: For model identification, both offline option and online option can be further studied.
Functionality identification
It was agreed to reuse 3GPP UE capability report as the starting point for functionality identification. Therefore, the following logic can be considered:
A. Functionality is reported by UE after initial access. 
· Functionality identification may be part of UE capability report, or after UE capability report.
B. A set of functionalities with finite number should be pre-defined for a given sub use case. 
· The number of functionalities for a given sub use case cannot be infinite. Otherwise it is impossible to specify the reporting signaling, and making network vendors difficult to develop their feature. 
C. Within a given sub use case, different functionalities can be distinguished by large granularity characteristics, e.g. input type and/or output type. These will let network have correct understanding on ‘what is required’ and ‘what can be provided’.
· For example, for BM-Case1 (spatial domain prediction), prediction on best beam ID and prediction on L1-RSRP can be two different functionalities. 
D. For a specific functionality, applicable condition can be provided as supplementary information. These should be finer granularity characteristics, which can provide the knowledge on ‘how to achieve good performance’ or ‘what case will lead to bad performance’ for the functionality.  
· For example, for functionality of L1-RSRP prediction in BM-Case1, applicable condition may be frequency range, expectation on relative information on power/angle between input/output beams, etc.
It is understood that the boundary between C and D is not very clear so far. This shall be further discussed either in the SI phase or WI phase. However, the above principle can be considered in the future study.
Proposal 11: Consider the following principles for functionality identification:
· Functionality is reported by UE after initial access.
· A set of functionalities with finite number are pre-defined for a given sub use case.
· Within a given sub use case, different functionalities can be distinguished by large granularity characteristics, allowing network have correct understanding on ‘what is required’ and ‘what can be provided’, e.g. input type and/or output type.
· For a specific functionality, applicable condition can be provided as supplementary information, which provide the knowledge on ‘how to achieve good performance’ or ‘what case will lead to bad performance’.
Note that both model identification and functionality identification may provide information on ‘applicable condition’. We do not foresee any inner difference between them. Anyway, both of them are data-driven algorithms. Thus the applicable condition for one of them can be reused for the other.
Proposal 12: Information on ‘applicable condition’ for model identification can be reused for functionality identification, or vice versa.
Model monitoring
The following agreement was reached in RAN1#110bis-e, which gives a high level guidance for model monitoring metrics/methods [5]:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Detailed definition of each possible metrics can be found under different agendas for different use cases. Note that further processing can be considered to improve the robustness of model monitoring, e.g. filtering/averaging in time domain or acquiring statistical result within certain duration. Whether criterions need to be specified can be further discussed.
Observation: Details of model monitoring of each sub use case are discussed in each AI/ML agenda.
One key motivation of model monitoring is to determine the most suitable AI/ML model in current time. Ideally, UE or NW can always switch to the selected AI/ML model to achieve best performance among all AI/ML models. This means not only the activated AI/ML model but also the inactive model(s) should be monitored, As a result, it is important to study how to monitor the performance of inactive AI/ML models. 
One possible way to estimate the inactive AI/ML model may be, e.g. input data distribution or applicable condition. Another way can be activating the inactive AI/ML models in turn, and monitor their performance as usual, i.e. based on inference accuracy or system performance. Both directions can be further studied.
Proposal 13: For model monitoring, further study how to monitor the performance of inactive AI/ML models for better LCM. The following method can be considered as starting point:
· Monitoring based on input data distribution or applicable condition,
· Activating the inactive AI/ML models in turn, and monitors their performance based on inference accuracy/system performance.
[bookmark: _Ref115165112][bookmark: _Ref127215427][bookmark: _Ref127468483]Model transfer
RAN2 has been discussing model delivery/transfer exhaustively [9]. We believe RAN2 is a suitable place to further discuss model delivery/transfer. RAN1 can provide some input to RAN2 by sending LS if relative agreements are reached.
Proposal 14: Leave the discussion of model delivery/transfer to RAN2. RAN1 may provide some input by sending LS if relative agreements are reached.
Specifically, it was proposed to send LS to RAN2 (and possibly SA2) to give them a rough idea of UE-sided model sizes considered in RAN1 evaluations [6]. We think this is useful as RAN2 may need to know the model size to consider the protocol design. Our input is provided in Table 1 below. Multiple models may be designed for the same sub use case, but here we just pick out a representative one. All the values are in terms of “number of real-value model parameters” and “number of real-value operations”, as required by [7].
Proposal 15: If RAN1 sends an LS to RAN2 on the size of UE-side models, capture CATT’s input in Table 1 in this contribution.
[bookmark: _Ref131757757]Table 1 Sizes of UE-sided models from CATT
	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	CATT
	CSI compression
	The model is designed based on transformer model.
	2.51 M
	10 Mbytes

	CATT
	CSI prediction
	The model is designed based on Conv-LSTM model.
	41 k
	0.16 Mbytes

	CATT
	BM-Case1
	The model is designed based on ResNet18 model. 
	206 k
	0.8 Mbytes

	CATT
	BM-Case2
	The model is designed based on MLP-Mixer model. 
	2.2 M
	8.5 Mbytes

	CATT
	Positioning Case 1 (UE-based positioning)
	For direct AI/ML positioning, the model is designed based on ResNet18 model.
	11.2 M
	44 Mbytes

	CATT
	Positioning Case 1 (UE-based positioning)
	For AI/ML assisted positioning, ToA is estimated. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes

	CATT
	Positioning Case 2a (UE-assisted/LMF-based positioning)
	For AI/ML assisted positioning, ToA is estimated. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes

	CATT
	Positioning Case 2a (UE-assisted/LMF-based positioning)
	For AI/ML assisted positioning, LOS/NLOS is identified. The model is designed based on ResNet18 model.
	0.7 M
	2.8 Mbytes


UE capabilities
AI/ML-based approaches are data-driven and rely on huge computation power at least for training. In general, deploying AI/ML model at network side should be simpler. Meanwhile, deploying AI/ML model at UE side is also possible and promising, but we need to be very careful in terms of UE capability. 
In case a UE supports AI/ML-based approaches, several levels of UE capabilities should be defined. The following aspects should be considered as a starting point:
· Hardware related capability
Hardware related capability mainly refers to the storage and computation power. They may be changed dynamically along with the time.
· Storage/buffering size
All the AI/ML models at UE side share the storage of UE hardware. The capability of storage/buffering size may impact: (1) the number of AI models that can be supported/configured to the UE, and (2) the size of each AI model that can be supported/configured. 
· Computation power 
All the AI/ML models at UE side share the computation power of UE hardware. The capability of computation power may impact: (1) the number of simultaneous activated AI/ML models, and (2) the inferring/training latency subject to a specific size of AI/ML model.
· LCM related capability
Some LCM procedures may be more ‘essential’ and should be supported anyway, e.g. model activation/deactivation. However, some other LCM operations may be more ‘optional’ and raise higher requirement to UE. 
· Capability of online training
Online training requires frequent update of deployed AI/ML model in real-time or near-real-time. This brings non-negligible burden to the UE in regard of computation and power consumption. It is more realistic to consider online training as an ‘optional capability’ for a UE supporting AI/ML-based approach.
· Capability of data collection for model training
At the initial phase, AI/ML model may be developed in offline manner, in which the training data is collected in advance. It is desired that a deployed AI/ML model can be updated/fine-tuned based on fresh data. It will be very beneficial if a UE supporting AI/ML-based approach has the capability of data collection, including, e.g. measurement, pro-/post-possessing, storage and reporting.
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z)
Due to the higher requirement storage and computation, AI/ML-based approach may need more hardware optimization than usual. If the downloaded model is based on some MRF rather than runtime image, it needs to be compiled before loaded into hardware. It is possible that a UE can only supports a proprietary model, but not the one downloaded from the network, even if the sizes and computation power between them are similar. Still, implementing downloaded AI/ML model from network may be important in some use cases, e.g. the network transfers an AI/ML-based encoder for CSI feedback to the UE to implement.
Although it may be a little too early to consider UE capability for now, we should keep it in mind throughout this study to strive for a practical AI/ML-based approach.
Proposal 16: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Hardware related capability
· Storage,
· Computation power,
· LCM related capability
· Capability of online training,
· Capability of data collection for model training,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).
Conclusion
In this contribution, we provide our views on general aspects of AI/ML framework for NR air interface. The observation and proposals are summarized as follows:
Observation: Details of model monitoring of each sub use case are discussed in each AI/ML agenda.
Proposal 1: Add the following definition of functionality switching in the terminology list:
	Functionality switching
	Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.


Proposal 2: Adopt Figure 1 as the diagram for AI/ML framework in NR air interface.
Proposal 3: Discuss whether to introduce functional framework diagram for functionality-based LCM.
· If introduced, it is preferred to reuse the one for model-ID based LCM as much as possible.
Proposal 4: Functionality identification and model identification are two separate procedures, which does not couple with each other.
Proposal 5: For functionality-based LCM, network does not need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.
· [bookmark: _GoBack]FFS how to monitor the performance of AI/ML functionality. Model monitoring method can be a starting point.
Proposal 6: If network activates an AI/ML functionality to UE, the UE is not allowed to deactivate ALL AI/ML models corresponding to this functionality. 
· If UE would like to deactivate all AI/ML models corresponding to an activated AI/ML functionality, i.e. deactivate the functionality, it may send a request to network.
Proposal 7: For model identification, the following information can be considered as the starting point for model description information when provided from UE to NW:
· Information on model functionality,
· Information on model input/model nominal input,
· Information on model output/model nominal output,
· Information on assistance information for inference,
· Information on model performance,
· Information on concurrent use with other AI/ML models and/or non-AI/ML features,
· Information on applicable conditions,
· Information on pairing information for two-sided model.
Proposal 8: Metadata of model for model identification can be reused for model transfer.
Proposal 9: A local model ID can be allocated to an AI/ML model for model LCM in physical layer, rather than directly apply the global ID assumed by RAN2.
Proposal 10: For model identification, both offline option and online option can be further studied.
Proposal 11: Consider the following principles for functionality identification:
· Functionality is reported by UE after initial access.
· A set of functionalities with finite number are pre-defined for a given sub use case.
· Within a given sub use case, different functionalities can be distinguished by large granularity characteristics, allowing network have correct understanding on ‘what is required’ and ‘what can be provided’, e.g. input type and/or output type.
· For a specific functionality, applicable condition can be provided as supplementary information, which provide the knowledge on ‘how to achieve good performance’ or ‘what case will lead to bad performance’.
Proposal 12: Information on ‘applicable condition’ for model identification can be reused for functionality identification, or vice versa.
Proposal 13: For model monitoring, further study how to monitor the performance of inactive AI/ML models for better LCM. The following method can be considered as starting point:
· Monitoring based on input data distribution or applicable condition,
· Activating the inactive AI/ML models in turn, and monitors their performance based on inference accuracy/system performance.
Proposal 14: Leave the discussion of model delivery/transfer to RAN2. RAN1 may provide some input by sending LS if relative agreements are reached.
Proposal 15: If RAN1 sends an LS to RAN2 on the size of UE-side models, capture CATT’s input in Table 1 in this contribution.
Proposal 16: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Hardware related capability
· Storage,
· Computation power,
· LCM related capability
· Capability of online training,
· Capability of data collection for model training,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).
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