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Introduction 
Machine learning based methods for wireless communications have gained interest in academia and industry recently. It is also agreed that the use cases of AI/ML methods in physical layer are studied in 3GPP RAN [1]. Three main study items are included for the discussion, CSI feedback enhancement, beam management, position accuracy enhancement. In this document, we concentrate on the evaluation of CSI feedback enhancement based on AI/ML methods.
Intermediate performance metric
In the previous meetings, some intermediate performance metrics were proposed and discussed such as NMSE and GCS/SGCS [2]. In this document, we summarize the definition of these metrics and also introduce new metrics based on spectral efficiency. 
A single-cell downlink massive MIMO system with  ports at the gNB,  UE ports and  subbands is assumed. The precoding matrix  is designed based on the received CSI feedback at the gNB. Assume there are  samples of the channel , where  represents the time sample index and jis the number of frequency measurements over the subbands. Each  is a complex-valued matrix of size , i.e.,  . The corresponding eigenvectors and eigenvalues of  are denoted by  and , respectively, where , and  is the rank of the channel. We combine all eigenvectors in a single matrix . The estimated eigenvectors and eigenvalues at the receiver side are denoted by  and , respectively. Similar to the previous definition, we define .
For explicit CSI feedback methods, which the channel matrix or the eigenvectors of the channel are provided at the gNB, the normalized mean squared error (NMSE) defined as follows is a well-defined and usable metric. 

where  is the reconstructed channel matrix at the gNB. As agreed in RAN1#109, the GCS/SGCS is adapted as an intermediate KPI. 

where  is 1, if it is the standard GCS, and if  equals 2, it is the squared GCS (SGCS). Similar to the NMSE, this metric is also applicable for explicit CSI feedback. 
Proposal 1: If explicit CSI is provided at the gNB, the metrics based on similarity i.e., NMSE or GCS (SGCS) are proposed for performance evaluation and comparison.
A generic intermediate metric which can be widely used in explicit or implicit CSI feedback is defined based on the spectral efficiency.
We define the empirical spectral efficiency (ESE) as follows. 

where  represents the noise variance and the transmit power is normalized, Therefore, in the above expression,  represents the signal-to-noise-ratio (SNR). 
There are two options for an intermediate KPI, differential spectral efficiency (DSE) or relative spectral efficiency (RSE), which are defined as follows.


Proposal 2: If explicit CSI is not provided at the gNB, the metrics based on spectral efficiency (differential or relative) are proposed for performance evaluation and comparison.


Transformer based AI-Model for CSI compression
In this section, the state-of-the-art AI-based structure for CSI compression is discussed. The AI-based structure as introduced in [5] is referred to as TransNet. 
[image: ]Figure 1: TransNet CSI feedback [5]


In Figure 1, the structure of TransNet comprising 2 encoder layers at the UE side and 2 decoder layers at the gNB side is shown. It is assumed that the discrete Fourier transform (DFT) is applied on the raw channel matrix such that the channel matrix is transferred to the angular-delay domain. 
In the agreement achieved in RAN1#110-bis, two types of input for the AI/ML based autoencoder are included as examples: raw channel matrix, and the eigenvectors of the channel matrix [3]. If the raw channel matrix is used as input at the encoder, the eigenvectors are calculated at the gNB side. On the other hand, the raw channel matrix comprises redundant information for the precoder design and it also causes high feedback overhead as well as it increases the size and the complexity of the AI-based autoencoder without any significant improvement on the performance [4]. However, if eigenvectors are used as input to the encoder, the UE should perform the SVD on the channel matrix as pre-processing.  This involves  SVDs, where  is the number of subbands. Therefore, to reduce the CSI feedback overhead and the complexity of the AI/ML autoencoder, it is proposed that the channel matrix is pre-processed and transformed to the angular-delay domain using a DFT.
Proposal 3: Eigenvectors of the channel matrix shall be used for AI/ML encoding.
In Figure 1, encoder#1 has the same structure as encoder#2 and decoder#1 has the same structure as decoder#2.  Basically, only one encoder layer and one decoder layer is used at each side. However, using two serial encoders and decoders improve the performance of TransNet at the cost of increased complexity. In a complete compression process, the TransNet encoder’s input  is first entered into encoder#1 and the output is entered into encoder#2. The output of encoder#2 is the compressed  at a fixed scale  by a full connected (FC) layer. The compressed CSI  is transmitted through the feedback link and is received at the TransNet decoder at the gNB. Similar to [5], we focus on the feedback scheme for CSI, the uplink feedback of  is assumed as ideal. Therefore, in other words, the received CSI  of the TransNet decoder at the gNB is the output of the TransNet encoder at the UE. The structure of the single encoder and decoder layers are shown in Figure 2. The details of each block are described in [5]. The diagram is shown for 32 antenna ports at the gNB and  antenna ports at the UE.  is in the channel matrix in the angular-delay domain. In matrix , nearly all distinct non-zero values concentrate in the first rows, it is practical to reduce the feedback cost by intercepting the first rows of  to represent itself. As it is shown in Figure 1, let  represent the truncated matrices constructed by the first 32 rows of , the row vectors are as the same order as they are in . Therefore, the size of the input and output of the encoder and the decoder is , where the factor 2 is because of converting complex values to real values. In Figure 2, the multihead attention block is designed to extract the long-term features of the input. 
[image: ]
Figure 2a: Single encoder layer of TransNet CSI [5]


[image: ]
Figure 2b: Single decoder layer of TransNet CSI [5]


The compressed CSI  is converted to a  real matrix  and used by the FC layer of the TransNet decoder shown in Figure 1. As shown in Figure 2,  is one of the input of single decoder layer. 
In Table 1, the comparison between TransNet and other CNN-based AI methods is shown in terms of the NMSE.  The TransNet structure obtained from [5] and the scenario is described in the Appendix. 
Table 1: NMSE comparison between TransNet and CNN-based methods


	Compression ratio
	
	

	Scenario
	Indoor
	Outdoor
	In/Out
	Indoor
	Outdoor
	In/Out

	TransNet
	-28.23
	-12.28
	-16.18
	-14.23
	-6.28
	-10.81

	CsiNet
	-16.12
	-6.52
	-9.65
	-7.31
	-4.21
	-6.65

	CRNet
	-18.36
	-8.75
	-11.34
	-10.25
	-4.57
	-9.63




Observation 1: The CSI feedback compression based on Transformers e.g., TransNet, significantly outperforms CNN based architectures e.g., CsiNet and CRNet if NMSE is taken as performance metric.
Proposal 4: Transformer-based methods are proposed at the UE-side and gNB-side, if the complexity of training and inference can be tolerated. 
CQI evaluation
In the previous RAN1#112 meeting, the following agreements on the CQI calculation and reporting were obtained [6].  Agreement 
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1:  
· Option 1: Precoding matrix 
· 1a: The precoding matrix in spatial-frequency domain  
· 1b: The precoding matrix represented using angular-delay domain projection 
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel) 
· 2a: raw channel is in spatial-frequency domain 
· 2b: raw channel is in angular-delay domain  
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1. 
· Note: RI and CQI will be discussed separately 
 
Agreement 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.     
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including 
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement   
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment  
· Option 1c: CQI is calculated based on legacy codebook 
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including 
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment 
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW.  
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.    
· Other options are not precluded 
· Note1: feasibility of different options should be evaluated  
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated 
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead 

Among the different types of the two-sided model training, Type 3 network-first model training has a potential challenge in CQI evaluating and reporting. Basically, in Type 1 and Type 2, the UE is aware of the employed and trained decoder at the gNB, because in Type 1 both encoder and decoder are trained at the same vendor and the UE can be informed easily about the decoder. Similarly, in Type 2 training, there is a model information exchange between the UE-side vendor and gNB-side vendor, and the information about the decoder can be transferred to the UE as well. In Type 3 UE-first training, the training phase is initiated at the UE-side vendor and at least a version of the decoder trained at the gNB-side vendor is available at the UE-side. Which can be utilized for CQI calculation. In contrast, In  Type 3 network-first training, due to the model privacy, no model parameter sharing  is used across the network and UE sides. However, this may cause a mismatch between the target (nominal) precoding vector(s) assumed at the UE side and the actual precoding vector(s) computed at the network side.
In order to solve this problem, there are two options. Option1, the CQI is not calculated based on the reconstructed CSI at the gNB, instead the CQI can be calculated based on the collected or measured or estimated CSI which is called “target” CSI in the above agreement. In this option, there is a possible mismatch between the calculated CQI at the UE and the real CQI that should be reported to the gNB. Another option is to calculate the CQI based on the reconstructed CSI available at the gNB, which requires that the decoder or at least a version of the decoder is implemented at the gNB. In the third option, the CQI is first calculated based on the target CQI and then it is adjusted to the real CQI by knowing some parameters of the decoder e.g., the accuracy and the reconstruction loss of the AI-based autoencoder without having the full knowledge about the decoder or even implementing the whole decoder at the UE. 
Proposal 5: For CQI calculation in Type 3 network-first training, side-information and a set of parameters of the decoder e.g., the accuracy or loss of the reconstruction should be revealed to the UE. 

Conclusions
Based on the above discussions, we have the following observations about the training types and generality of AI/ML-based methods and the proposals for improvement. 
Proposal 1: If explicit CSI is provided at the gNB, the metrics based on similarity i.e., NMSE or GCS (SGCS) are proposed for performance evaluation and comparison.
Proposal 2: If explicit CSI is not provided at the gNB, the metrics based on spectral efficiency (differential or relative) are proposed for performance evaluation and comparison.
Proposal 3: SVD-based pre-processing methods are proposed to be applied on the channel matrix at the UE before the AI/ML-based encoder.
Observation 1: The CSI feedback compression based on Transformers e.g., TransNet, significantly outperforms CNN based architectures e.g., CsiNet and CRNet if NMSE is taken as performance metric.
Proposal 4: transformer-based methods are proposed to be implemented and performed at the UE-side and gNB-side, if the complexity of training and inference can be tolerated. 
Proposal 5: For CQI calculation in Type 3 network-first training, side-information and a set of parameters of the decoder e.g., the accuracy or loss of the reconstruction should be revealed to the UE. 
References
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, 3GPP TSG RAN meeting #94, Electronic meeting, Dec 6-17, 2022.
[2] Chair’s notes for RAN1#110
[3] Chair’s notes for RAN1#110bis-e
[4] 3GPP R1-2211589, “Evaluation of AI/ML based methods for CSI feedback enhancement” Fraunhofer IIS Fraunhofer HHI
[5] Cui, Yaodong, Aihuang Guo, and Chunlin Song. "TransNet: Full attention network for CSI feedback in FDD massive MIMO system." IEEE Wireless Communications Letters 11.5 (2022): 903-907.
[6] Chair’s notes for RAN1#112



Table 3: Chanel parameters configurations used in generating datasets for CSI Compression.
	Parameter
	Value

	Carrier frequency
	5.3 GHz

	Bandwidth
	20MHz

	SCS
	30 kHz

	PRB
	52

	Sub-band
	13

	Channel model
	UMa

	UE distribution
	70%indoor+ 30% outdoor

	UE speed
	3 km/h indoor,30 km/h outdoor

	Tx antennas
	32 Tx (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8), directional

	Rx antennas
	1 Rx (1,1,1,1,1,1,2), (dH,dV) = (0.5, 0.8), omni-directional

	Rank
	1

	Channel Estimation
	ideal
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