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1 Introduction
[bookmark: _Ref118452674][bookmark: _Ref129681832]In the RAN1 #111 meeting direct and assisted AI/ML based positioning were agreed to be selected as representative sub-use cases and in RAN1#112 [1] more details were identified related to data collection, model inference and model monitoring:
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded

Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).


This contribution discusses details related to the data collection, model inference and model monitoring, including both the AI/ML operation modes and potential specification impacts needed for AI/ML-based positioning accuracy enhancements. This contribution is organized case-by-case based on the following mapping between the agreed sub use cases (direct and assisted positioning) and different positioning frameworks:
	Direct AI/ML positioning
	AI/ML assisted positioning

	Case 1: UE-based positioning with UE-side model, downlink positioning
	Case 1: UE-based positioning with UE-side model, downlink positioning

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, downlink positioning
	Case 2a: UE-assisted/LMF-based positioning with UE-side model, downlink positioning

	Case 3b: NG-RAN node assisted positioning with LMF-side model, uplink positioning
	Case 3a: NG-RAN node assisted positioning with gNB-side model, uplink positioning


2 Discussion
Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
Case 1 is downlink based positioning based on PRS measurements in the UE, and the AI/ML model is located in the UE. For the direct positioning use case, the AI/ML model infers the UE location, while for assisted positioning it infers an intermediate metric. 
Model deployment
In the RAN1 #111 meeting the following agreement for model deployment during inference was achieved:
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.


For the one-sided model, the inference is performed at either NW-side or UE-side, but it is not specified where the training and updating procedures take place. When the training and inference happen in different sides, an AI/ML model exchange would face the issues of model transfer. In our view, discussing model transfer in AI/ML positioning would introduce unnecessary complications at this stage, it should be kept in AI 9.2.1 where it already is addressed. Therefore, as starting point, we only discuss the cases when model training and model inference are performed by the same node and we are making the following proposal: 
Proposal 1 : For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
Data collection for model training and model updating
As illustrated in Figure 1(a), for the direct positioning model’s training and updating the UE needs to collect channel measurements, e.g., the power delay profile (PDP), the channel impulse response (CIR), the channel frequency response (CFR) or post-processed CIR and also ground truth coordinates as the model training inputs. The NW can obtain adequate channel measurements and ground truth positions from PRUs. For the PRUs, we assume that TS 38.305 is followed where for a PRU it is defined that its location is already known by the NW and therefore the coordinates are not signaled to the NW. UEs, on the other hand, that might have knowledge about their position can signal this information to the LMF. Alternatively, the LMF may also obtain it autonomously, for example by using a legacy positioning method. It is not allowed that the gNB has knowledge about the UE location.
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	(a) Direct positioning model training/updating phase
	(b) Assisted positioning model training/updating phase


Figure 1 – Case 1 model training
If data collection for this case is going to be specified within a 3GPP framework, then based on the agreements from last meeting, the following sources and destination for the generation and signaling of measurements and labels would be applicable for training data collection. 
Table 1 – Case 1 (direct positioning). Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source 
	Signaled to
	Potential spec impact

	Measurements
	PRU/UE based on PRS 
	via NW (LMF or gNB) to UE-side model
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW (LMF or gNB)
New: Transfer of measurements (e.g. CIR, PDP) from NW (LMF or gNB) to UE-side model

	Labels
	NW sends the PRU location (since it knows the PRU location)
	From NW (e.g., LMF) to UE-side model
	Already supported if transferred from LMF: Transfer of coordinates from LMF to UE-side model


Based on the above discussion, we are making the following observation:
Observation 1 : If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for direct positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The PRU location is known by the NW per definition
· The NW collects the measurement reports from the entities used for training data generation and labels them with their UE locations.
· The NW sends the collected channel measurements together with the label (coordinates) to the training entity.
For assisted positioning, as illustrated in Figure 1(b), the UE needs to collect channel measurements from other PRUs/UEs via the network and ground truth labels (e.g. LOS/NLOS states or TOA) from the network. For the PRUs, since the coordinates are already known by the NW, it is assumed that also the LOS/NLOS state(s) and TOAs label for these positions can be derived and will be known to the NW.
If data collection for this case is going to be specified, then based on the agreements from last meeting, the following sources and destination for the generation and signaling of measurements and labels would be applicable. 
Table 2 – Case 1 with assisted positioning. Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source
	Signaled to
	Potential spec impact

	Measurements
	PRU/UE based on PRS
	via NW (LMF or gNB) to UE-side model
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW (LMF or gNB)
New: Transfer of measurements (e.g. CIR, PDP) from NW to UE-side model

	Labels
	NW sends  an intermediate metric (e.g. LOS, ToA) to UE-side model (NW knows PRU location and is well suited to know the LOS, TOA status for the given PRU location)
	From NW (e.g., LMF) to UE-side model
	Already supported if transferred from LMF: Transfer of e.g. LOS, TOA from LMF to UE-side model


Based on the above discussion, we are making the following observation:
Observation 2 : If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for assisted positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· [bookmark: _GoBack]The positioning label is obtained autonomously at the NW.
· The NW collects the measurements reports from the entities used for training data generation.
· The NW sends the collected channel measurements together with the labels (e.g. LOS tags or TOAs) to the training entity.
2.1.1 Model inference
For UE-based direct AI/ML positioning with a UE-side model, as shown in Figure 2(a), the inference is directly performed at the UE itself with low latency for downlink positioning. 
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	(a) Direct positioning model inference phase
	(b) Assisted positioning model inference phase


Figure 2 - Case 1 model inference
Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 3 : For the model inference in UE-based positioning with UE-side model (Case 1 for direct positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the position based on the channel measurements obtained from PRS.
And also for UE-based AI/ML assisted positioning with UE-side model, as shown in Figure 2(b), the inference and final positioning is performed at the UE itself. Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 4 : For the model inference in UE-based positioning with UE-side model (Case 1 for assisted positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the information needed for final positioning (e.g. LOS/NLOS states, TOA).
· The UE performs the final positioning.
2.1.2 Model monitoring
For the UE-side model monitoring,
· For one option the UE collects monitoring inputs and calculates the KPI, and then feeds back the KPI to the Network, and relies on the Network to make the decision. 
· For another option, the monitoring process can be entirely performed up to UE, with potentially requesting the Network to send assistant signals (AI/ML-related RS, etc.) to facilitate the UE to obtain monitoring inputs.
In RAN1#112, it has been agreed that the for Case 1 and 2a at least the UE can be used to derive monitoring metric and the usage of a PRU was for further study. One problem with the UE monitoring its own performance is that the UE has no idea about the position accuracy it may achieve. Even if the model has been trained well initially there might have occurred changes in the environment that lead to performance degradation. Therefore, some few PRUs could be deployed in the area could frequently report the positioning result to the LMF. At the LMF, this result could be compared with the known PRU positions. Monitoring based on model output can therefore be applied for both direct and assisted positioning methods by utilizing PRUs. For direct positioning, the inferred coordinates can be compared with the known ground truth coordinates. 
And for assisted positioning, the inferred TOAs and LOS tags can be compared with the known states of PRUs. Also the decision on model updating for direct positioning would be straight forward, a threshold on the model accuracy can be defined and when the error becomes larger than this threshold, the model is updated. For assisted positioning, a performance degradation of the monitored intermediate metric can be monitored, but it does not necessarily mean a degradation of the final performance.
Proposal 2 : Study the following modes of model monitoring and the potential spec impact for Case 1:
· UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
· UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Case 2a is downlink based positioning based on PRS measurements. The AI/ML model is located in the UE and infers an intermediate metric, such a LOS tag or TOA. The results are transferred to the LMF where the final positioning is performed. 
2.1.3 Model deployment
As discussed in Section 2.1.1, we only discuss the cases when model training and model inference are performed by the same node and we are making the following proposal: 
Proposal 3 : For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
2.1.4 Data collection for model training and model updating
During the model training/updating phase, as shown in Figure 3, PRUs or other UEs measure PRS from gNBs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR to the NW. Additionally, if available, the ground truth LOS/NLOS state or TOA may also be signaled to the Network. Alternatively, the NW may autonomously obtain these labels. Then, the UE where the AI/ML model is deployed receives the adequate training/updating inputs from the network and performs AI/ML model training/updating for downlink positioning.
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	Assisted positioning model training/updating phase


Figure 3 - Case 2a model training
Based on the agreements from last meeting, if data collection for this case is going to be specified, the following sources and destination for the generation and signaling of measurements and labels would be applicable for training data collection. 
Table 3 – Case 2a. Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source
	Signaled to
	Potential spec impact

	Measurements
	PRU/UE based on PRS
	via NW (LMF or gNB) to UE-side model
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW (LMF or gNB)
New: Transfer of measurements (e.g. CIR, PDP) from NW (LMF or gNB) to UE-side model.

	Labels
	NW sends  an intermediate metric (e.g. LOS, ToA) to UE-side model (NW knows PRU location and is well suited to know the LOS, TOA status for the given PRU location)
	From NW (e.g., LMF) to UE-side model
	Already supported if transferred from LMF: Transfer of e.g. LOS, TOA from LMF to UE-side model


Based on the above discussion, we are making the following observation:
Observation 5 : If the data collection for the model training/updating in UE-assisted/LMF-based positioning with UE-side model (Case 2a) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label is obtained autonomously at the NW.
· The NW collects the channel measurements and sends them together with the labels (e.g. LOS tags or TOAs) to the training entity.
2.1.5 Model inference
For inference, as shown in Figure 4, the UE measures PRS from the gNBs and uses the results as the input to the AI/ML model and then transmits the inference results (such as TOA or LOS tags) to the LMF where the UE coordinates are calculated.
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	Assisted positioning model inference phase


Figure 4 - Case 2a model inference
Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 6 : For the model inference in LMF-based positioning with UE-side model (Case 2a),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE uses its channel measurements to infer the model output (e.g. e.g. LOS/NLOS states, TOA).
· The UE transmits the model output to the LMF that performs the final positioning.
2.1.6 Model monitoring
As discussed in Section 2.1.4, we are making the following proposal:
Proposal 4 : Study the following modes of model monitoring and the potential spec impact for Case 2a:
· UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
· UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
Case 2b is downlink based positioning based on PRS measurements which are performed by the UE. The AI/ML model is located at the LMF and infers the location based on channel measurement provided from the UE. 
2.1.7 Model deployment
As discussed in Section 2.1.1, we only discuss the cases when model training and model inference are performed by the same node as starting point and we are making the following proposal: 
Proposal 5 : For Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.
2.1.8 Data collection for model training and model updating
During the model training/updating phase, as shown in Figure 5, PRUs or other UEs measure PRS from gNBs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR to the NW. For the labels, as for Case 1, a PRU is not assumed to signal its coordinates since these are already known, while upon availability, a UE may send this information directly to the LMF. Alternatively, the LMF could obtain the UE location via a legacy positioning method. After measurements and labels have been received by the LMF, it can perform AI/ML model training/updating for downlink positioning.
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	Direct positioning model training/updating phase


Figure 5 - Case 2b model training
Based on the agreements from last meeting, the following sources and destination for the generation and signaling of measurements and labels would be applicable for training data collection. 
Table 4 – Case 2b. Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source
	Signaled to
	Potential spec impact

	Measurements
	PRU/UE based on PRS
	To LMF
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to LMF

	Labels
	LMF is using the known PRU location
	No signaling, kept in LMF
	None


Based on the above discussion, we are making the following observation:
Observation 7 : For the data collection for model training/updating in LMF-based positioning with LMF-side model (Case 2b),
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the LMF.
· The positioning labels (coordinates) are known to the LMF. No signaling needed.
· The LMF uses the received measurement data together with the labels to train the AI/ML model.
The data collection for Case 2b requires signaling of new measurements over the air interface. The overhead and performance should be evaluated and if deemed as feasible, new measurement reporting could be specified from UE to LMF.
Proposal 6 : For Case 2b, if justified by overhead and performance evaluation, to facilitate the data collection for initial model training and model updating of the AI/ML-model for positioning, study to support:
· Measurements (e.g. CIR, PDP) performed at PRU/UE and sent to LMF
· Note: Labels (PRU locations) known by definition in LMF, no spec impact
2.1.9 Model inference
For inference, as shown in Figure 6, the UEs measure PRS from the gNBs and transmit the results to the LMF where the UE coordinates are inferred.
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	Direct positioning model inference phase


Figure 6 - Case 2b model inference
Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 8 : For the model inference in LMF-based positioning with LMF-side model (Case 2b),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE sends the channel measurement results to the LMF where they are used as input to the AI/ML model for inference of the UE position.
Similar to the data collection, we are making the following proposal:
Proposal 7 : For inference with LMF based direct positioning for Case 2b, if justified by performance and overhead evaluation, support the transfer of new measurement reports to carry e.g. CIR or PDP from UE to the LMF.
2.1.10 Model monitoring
For monitoring a NW-side model, two approaches could be possible:
· For one option it can be entirely performed at the Network. For example, the Network can collect the ground truth labels (e.g., TOA) obtained from using the PRU information as monitoring inputs and calculates the KPI (e.g., TOA estimation accuracy), then it makes monitoring decisions according to the KPI, including model activation/deactivation/switching/updating.
· Alternatively, the operations to collect the monitoring inputs and the KPI calculation (e.g., RSRP, SINR, K-factor) can be performed at the UE, which then feeds back the resulting KPI to the Network, and the Network performs the eventual decision making.
Proposal 8 : Study the following modes of model monitoring and the potential spec impact for Case 2b:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision 
· UE/PRU collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Case 3a is uplink based positioning based on SRS measurements which are performed by the gNB. The AI/ML model is located at the gNB and infers an intermediate metric such as LOS state or TOA and provides the result to the LMF. 
2.1.11 Model deployment
As discussed in Section 2.1.1, we only discuss the cases when model training and model inference are performed by the same node as starting point and we are making the following proposal: 
Proposal 9 : For Case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at gNB side.
2.1.12 Data collection for model training and model updating
During the model training/updating phase, as shown in Figure 7 for uplink positioning, PRUs or UEs may report the ground truth LOS/NLOS state or TOA to the gNB. They also send SRS as configured. If the labels are not sent by the PRUs/UEs, then they may be obtained autonomously at the NW side. The gNB measures the SRS and uses the results together with the labels to train the AI/ML model.
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	Assisted positioning model training/updating phase


Figure 7 - Case 3a model training
Based on the agreements from last meeting, the following sources and destination for the generation and signaling of measurements and labels would be applicable for training data collection.
Table 5 – Case 3a. Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source
	Signaled to
	Potential spec impact

	Measurements
	gNB generates PDP based on SRS
	No signaling, kept in gNB
	None

	Labels
	NW generates  intermediate metric (e.g. LOS, TOA) (NW knows PRU location and is well suited to know the LOS, TOA status for the given PRU location)
	No signaling, kept in gNB
	None


Based on the above discussion, we are making the following observation:
Observation 9 : For the model training/updating in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· PRUs/UEs transmit SRS to the gNB. 
· The training data labels (e.g. LOS/NLOS state, TOA) are obtained autonomously at the network.
· The gNB performs channel measurements based on SRS and uses them for training as input to the AI/ML model together with labels such as LOS/NLOS states or TOAs.
2.1.13 Model inference
As shown in Figure 8, during inference, the gNBs can measure SRS from PRUs or UEs, using the measurements as the input to the AI/ML model and then transmits the inference results to the LMF where the UE coordinates are calculated.
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	Assisted positioning model inference phase


Figure 8 - Case 3a model inference
Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 10 : For the model inference in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· The UE transmits SRS to the gNB.
· The gNB performs channel measurements based on SRS and delivers them as input to the AI/ML-model where the LOS/NLOS or TOA is inferred.
· The gNB transmits the results of the inference to the LMF where the final positioning is performed.
2.1.14 Model monitoring
As discussed in Section 2.3.4, we are making the following proposal:
Proposal 10 : Study the following modes of model monitoring and the potential spec impact for Case 3a:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Case 3b is uplink based positioning based on SRS measurements which are performed by the gNB and sent to the LMF. The AI/ML model is located at the LMF and infers the final position.
2.1.15 Model deployment
As discussed in Section 2.1.1, we only discuss the cases when model training and model inference are performed by the same node as starting point and we are making the following proposal: 
Proposal 11 : For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.
2.1.16 Data collection for model training and model updating
During the model training/updating phase as shown in Figure 9, PRUs/UEs send SRS as being configured which then is measured at the gNB. Regarding the ground truth labels, the PRU positions are already known and will not be signaled. The gNBs will then measure SRS from PRUs/UEs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR and corresponding labels to the LMF.
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	Direct positioning model training/updating phase


Figure 9 - Case 3b model training
Based on the agreements from last meeting, the following sources and destination for the generation and signaling of measurements and labels would be applicable for training data collection. 
Table 6 – Case 3a. Signaling of measurements and labels according to agreements from RAN#112
	
	Generation source
	Signaled to
	Potential spec impact

	Measurements
	gNB based on SRS
	LMF
	New: Transfer of measurements (e.g. CIR, PDP) from TRP to LMF

	Labels
	LMF
	Kept within LMF
	None, generated at LMF where the model is located


Based on the above discussion, we are making the following observation:
Observation 11 : For the model training/updating in NG-RAN based positioning with LMF-side model (Case 3b),
· The PRU/UE transmits SRS to the gNB.
· The LMF knows the PRU location by definition and is using it as label.
· The gNB performs channel measurements based on SRS from various PRUs/UEs.
· The gNB sends the obtained channel measurements results to the LMF.
The transfer of new measurements from gNB to LMF does not happen over the air-interface and the inlicted overhead is therefore less critical. We are making the following proposal:
Proposal 12 : For Case 3b, to facilitate the data collection for initial model training and model updating of the AI/ML-model for positioning, study to support:
· Measurements (e.g. CIR, PDP) performed at gNB and sent to LMF
· Note: Labels (PRU locations) known by definition in LMF, no spec impact
2.1.17 Model inference
As shown in Figure 10, for inference, gNBs can measure SRS from the UEs and transmit the results to the LMF where the UE coordinates are inferred.
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	Assisted positioning model inference phase


Figure 10 - Case 3b model inference
Based on the above discussion, we can make the following observation for the signaling of measurements during inference:
Observation 12 : For the model inference in NG-RAN based positioning with LMF-side model (Case 3b),
· The UE sends SRS to the gNB that performs the channel measurements.
· The gNB sends the channel measurement results to the LMF where they are used to infer the UE position.
Similar to the data collection, we are making the following proposal for inference:
Proposal 13 : For inference with LMF based direct positioning for Case 3b, support the transfer of new measurement reports to carry e.g. CIR or PDP from gNB to the LMF.
2.1.18 Model monitoring
As discussed in Section 2.3.4, we are making the following proposal:
Proposal 14 : Study the following modes of model monitoring and the potential spec impact for Case 3b:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
Associated and assistance information 
2.1.19 Data collection
Excellent training data helps the AI/ML algorithm design to achieve greater performance gains, to converge faster and to improve the generalization capability and robustness in various scenarios. It also helps the AI/ML model to be updated for certain conditions. Conversely, bad training data with uncontrollable errors may lead to many problems, such as inaccurate gain evaluation or poor generalization capability to name a few. 
Especially for the positioning problem, which is sensitive to the environment (the input), data collection is important. Therefore, for the real-life implementations of AI/ML-based positioning, the method to ensure the collection of high-quality data both for model training and updating should be studied. For example, a quality requirement on SINR or RSRP could be configured to collect enough qualified data for a specific target scenario. Based on the above discussion, the following observation and proposal is made:
Observation 13 : By setting requirements for the data characteristics for training and model updating, training efficiency and performance can be optimized, e.g. improving generalization characteristics, reducing training effort and reporting overhead.
Proposal 15 : For training data collection for AI/ML based positioning support assistance signaling of the requested quality of training data.
As seen from the evaluation results shown in our companion paper [2], model updating helps to improve the performance at least to mitigate UE timing errors and for the occurrence of unlearned channel characteristics, including unseen drops and clutter settings. Also, as we discussed in our companion contribution for the AI/ML framework [3], it would be beneficial to use a pre-trained offline AI/ML-based positioning model as a basis and then retrain/fine-tune the model based on training data collected from realistic networks (e.g., field data). As examples of spec impact, the feedback of channel measurements (e.g., CIR, CFR, PDP) to LMF, and the signaling for indicating/requesting data collection should be studied.
Proposal 16 : Study the potential spec impact of data collection from realistic network for supporting the model training and updating of the AI/ML model, including at least:
· Signaling for indicating/requesting data collection.
· Feedback of channel measurements.
· Methods of improving data quality.
2.1.20 Model inference
As we observed from the evaluation results in [2], it can be concluded that for achieving a given accuracy target, the necessary measurements to be collected vary depending on the channel conditions. In some scenarios for example a relatively short CIR/PDP is sufficient whereas in other environments they need to be longer. In a heavier NLOS scenario, a relatively short channel fingerprint associated with a UE position could be unique enough for the AI/ML model to distinguish from another UE position, so that the positioning accuracy could be maintained with a relatively short report. In general, the required payload size will vary for different conditions.
Proposal 17 : At least for the direct AI/ML positioning, since the required measurement payload size to achieve a given accuracy target varies depending on deployment scenario and channel conditions, measurement reporting with flexible payload size should be supported.
3 Conclusions
In this contribution, we discussed the potential specification impact and the consideration of sub use cases for positioning accuracy enhancements. Based on the discussion, we have the following proposals and observations:
Proposal 1: For Case 1 (UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
Proposal 2: Study the following modes of model monitoring and the potential spec impact for Case 1:
· UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
· UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.
Proposal 3: For Case 2a (UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at UE side.
Proposal 4: Study the following modes of model monitoring and the potential spec impact for Case 2a:
· UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
· UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.
Proposal 5: For Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.
Proposal 6: For Case 2b, if justified by overhead and performance evaluation, to facilitate the data collection for initial model training and model updating of the AI/ML-model for positioning, study to support:
· Measurements (e.g. CIR, PDP) performed at PRU/UE and sent to LMF
· Note: Labels (PRU locations) known by definition in LMF, no spec impact
Proposal 7: For inference with LMF based direct positioning for Case 2b, if justified by performance and overhead evaluation, support the transfer of new measurement reports to carry e.g. CIR or PDP from UE to the LMF.
Proposal 8: Study the following modes of model monitoring and the potential spec impact for Case 2b:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision 
· UE/PRU collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision.
Proposal 9: For Case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), the model training/updating and inference are performed all at gNB side.
Proposal 10: Study the following modes of model monitoring and the potential spec impact for Case 3a:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
Proposal 11: For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), the model training/updating and inference are performed all at LMF side.
Proposal 12: For Case 3b, to facilitate the data collection for initial model training and model updating of the AI/ML-model for positioning, study to support:
· Measurements (e.g. CIR, PDP) performed at gNB and sent to LMF
· Note: Labels (PRU locations) known by definition in LMF, no spec impact
Proposal 13: For inference with LMF based direct positioning for Case 3b, support the transfer of new measurement reports to carry e.g. CIR or PDP from gNB to the LMF.
Proposal 14: Study the following modes of model monitoring and the potential spec impact for Case 3b:
· NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
Proposal 15: For training data collection for AI/ML based positioning support assistance signaling of the requested quality of training data.
Proposal 16: Study the potential spec impact of data collection from realistic network for supporting the model training and updating of the AI/ML model, including at least:
· Signaling for indicating/requesting data collection.
· Feedback of channel measurements.
· Methods of improving data quality.
Proposal 17: At least for the direct AI/ML positioning, since the required measurement payload size to achieve a given accuracy target varies depending on deployment scenario and channel conditions, measurement reporting with flexible payload size should be supported.
Observation 1: If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for direct positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The PRU location is known by the NW per definition
· The NW collects the measurement reports from the entities used for training data generation and labels them with their UE locations.
· The NW sends the collected channel measurements together with the label (coordinates) to the training entity.
Observation 2: If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for assisted positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label is obtained autonomously at the NW, e.g., LMF.
· The NW collects the measurements reports from the entities used for training data generation.
· The NW sends the collected channel measurements together with the labels (e.g. LOS tags or TOAs) to the training entity.
Observation 3: For the model inference in UE-based positioning with UE-side model (Case 1 for direct positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the position based on the channel measurements obtained from PRS.
Observation 4: For the model inference in UE-based positioning with UE-side model (Case 1 for assisted positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the information needed for final positioning (e.g. LOS/NLOS states, TOA).
· The UE performs the final positioning.
Observation 5: If the data collection for the model training/updating in UE-assisted/LMF-based positioning with UE-side model (Case 2a) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label is obtained autonomously at the NW.
· The NW collects the channel measurements and sends them together with the labels (e.g. LOS tags or TOAs) to the training entity.
Observation 6: For the model inference in LMF-based positioning with LMF-side model (Case 2a),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE uses its channel measurements to infer the model output (e.g. e.g. LOS/NLOS states, TOA).
· The UE transmits the model output to the LMF that performs the final positioning.
Observation 7: For the data collection for model training/updating in LMF-based positioning with LMF-side model (Case 2b),
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the LMF.
· The positioning labels (coordinates) are known to the LMF. No signaling needed.
· The LMF uses the received measurement data together with the labels to train the AI/ML model.
Observation 8: For the model inference in LMF-based positioning with LMF-side model (Case 2b),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE sends the channel measurement results to the LMF where they are used as input to the AI/ML model for inference of the UE position.
Observation 9: For the model training/updating in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· PRUs/UEs transmit SRS to the gNB. 
· The training data labels (e.g. LOS/NLOS state, TOA) are obtained autonomously at the network.
· The gNB performs channel measurements based on SRS and uses them for training as input to the AI/ML model together with labels such as LOS/NLOS states or TOAs.
Observation 10: For the model inference in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· The UE transmits SRS to the gNB.
· The gNB performs channel measurements based on SRS and delivers them as input to the AI/ML-model where the LOS/NLOS or TOA is inferred.
· The gNB transmits the results of the inference to the LMF where the final positioning is performed.
Observation 11: For the model training/updating in NG-RAN based positioning with LMF-side model (Case 3b),
· The PRU/UE transmits SRS to the gNB.
· The LMF knows the PRU location by definition and is using it as label.
· The gNB performs channel measurements based on SRS from various PRUs/UEs.
· The gNB sends the obtained channel measurements results to the LMF.
Observation 12: For the model inference in NG-RAN based positioning with LMF-side model (Case 3b),
· The UE sends SRS to the gNB that performs the channel measurements.
· The gNB sends the channel measurement results to the LMF where they are used to infer the UE position.
Observation 13: By setting requirements for the data characteristics for training and model updating, training efficiency and performance can be optimized, e.g. improving generalization characteristics, reducing training effort and reporting overhead.
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