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1. Introduction
In this contribution concern related to Evaluation on AI/ML for Positioning accuracy enhancement, Agenda Item 9.2.4.1 is present. At RAN1 #111 meeting, some agreements on simulation assumption, KPI and further research direction have been concluded, which are listed below:
	Agreement
Study how AI/ML positioning accuracy is affected by user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the Evaluation.

Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR (Channel Impulse Response) and PDP, Nt refers to  Nt consecutive time domain samples.
· If N’t  (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒N’t) time domain samples set to zero, then companies report value Nt in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt  :
· If the model input is CIR, then each input value of CIR is a complex number i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
· If the model input is PDP, then each input value of PDP is a real value.

Agreement
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:	
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.

Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.



2. Observation and Proposals:
 In this contribution, we present our simulation results and observations to demonstrate the performance gain of    applying AI/ML technology onto positioning for various scenarios.
Observation-1: When the training dataset and inference dataset are from different scenario the performance of AI/ML model is poor.
Observation-2: The major challenge in AI/ML based positioning is good quality for model training and testing/validation is a good quality data with accurate information.
Observation-3: From analysis we observe that the user area density (training dataset size ) has high imact on training of AI/ML model to get a better performance accuracy.
Observation-4: In AI/ML based positioning method, it is not clear as how to ensure that the provided training dataset is utilized in such a manner which ensures the optimal performance of AI/ML model.
Observation-5: From the evaluation results, it is observed that Direct AI/ML-based positioning provides reliable positioning accuracy under both heavy and moderate NLOS conditions.
Observation-6:  When the inference dataset and the training dataset are from different drops, Direct AI/ML-based positioning model provides poor performance.
[image: ]








Fig-1: cdf plot for different drop of training and inference data
Observation-7: When there is a SNR mismatch between the inference dataset and training dataset the AI/ML based positioning model performance  degrades.
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 Fig-2: cdf plot for SNR mismatch of training and inference data
Observation-8: From the evaluation result, it is observes that the performance of AI/ML model for inference dataset with channel estimation error is better than the  inference dataset without channel estimation error.
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 Fig-3: cdf plot for channel estimation error
From our study and simulation results we have following proposals:
Proposal-1: For the evaluation on AI/ML-based Direct positioning results, support both CIR and PDP as the model inputs. 
Proposal-2: For  reporting the model input dimension NTRP  * Nport * N’t  of CIR and PDP it is import to report,how to report timing information for N’t.
For the model input used in evaluations of AI/ML based positioning, we used time-domain channel impulse response (CIR) and power delay profile (PDP) both as model inputs. In the evaluation, we use the dimension of model input, NTRP* Nport * Nt. Accordingly, with the considered input dimensions, we trained the model considering PDP and CIR. For different input selections, we tested the trained model and concluded that CIR and PDP give approximately the same model performance. Therefore, we propose that CIR and PDP can be considered as model inputs.
However, from previous meeting it is agreed that to report the dimension of model input dimension as  NTRP* Nport * N’t , it is clear how to report the timing information for considering N’t samples whether it will be the corresponding the strongest value or the after arranging them in them in ascending or descending order or it will be the successive timing information.
Proposal-3: For AI/ML based positioning evaluate the impact of SNR mismatch and channel estimation error on the positioning accuracy of the AI/ML model.
We trained the model with a 15dB SNR and investigated the performance sensitivity of the trained model to inference datasets generated with different values of SNR (more specifically, a lower SNR value than assumed for training). We observed that the model performance is sensitive to changes in the operating SNR. From our observation and analysis, we concluded that a change in SNR has a significant impact on positioning accuracy; therefore, we cannot ignore the SNR mismatch. Hence, we propose to consider the impact of a change in the operating SNR during training the model.
Due to the rich information contained, such as the first-path feature and fingerprint feature, using CIR as the input to the AI/ML model yields the best inference accuracy for AI/ML-based positioning. We evaluated the model under the assumption of ideal CIRs, with channel estimation error for model training and testing, and observed the model's performance. In practice, it is impossible to obtain the ideal CIR by measurement. Here, we focus on the evaluation of the impact of the CIR estimation error on positioning performance of AI/ML positioning.

3. Conclusions
Observation-1: When the training dataset and inference dataset are from different scenario the performance of AI/ML model is poor.
Observation-2: The major challenge in AI/ML based positioning is good quality for model training and testing/validation is a good quality data with accurate information.
Observation-3: From analysis we observe that the user area density (training dataset size ) has high imact on training of AI/ML model to get a better performance accuracy.
Observation-4: In AI/ML based positioning method, it is not clear as how to ensure that the provided training dataset is utilized in such a manner which ensures the optimal performance of AI/ML model.
Observation-5: From the evaluation results, it is observed that Direct AI/ML-based positioning provides reliable positioning accuracy under both heavy and moderate NLOS conditions.
Observation-6:  When the inference dataset and the training dataset are from different drops, Direct AI/ML-based positioning model provides poor performance.
Observation-7: When there is a SNR mismatch between the inference dataset and training dataset the AI/ML based positioning model performance  degrades.
Observation-8: From the evaluation result, it is observes that the performance of AI/ML model for inference dataset with channel estimation error is better than the  inference dataset without channel estimation error.
Proposal-1: For the evaluation on AI/ML-based Direct positioning results, support both CIR and PDP as the model inputs. 
Proposal-2: For  reporting the model input dimension NTRP  * Nport * N’t  of CIR and PDP it is import to report,how to report timing information for N’t.
Proposal-3: For AI/ML based positioning evaluate the impact of SNR mismatch and channel estimation error on the positioning accuracy of the AI/ML model.
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	FR1 Specific Values 
	FR2 Specific Values

	Channel model
	InF-DH
	InF-DH

	Layout 
	Hall size
	InF-DH: 
(baseline) 120x60 m
(optional) 300x150 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
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	Room height
	10m

	Total gNB TX power, dBm
	24dBm
	24dBm
EIRP should not exceed 58 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (1, 1, 1 1, 1), dH=dV=0.5λ – Note 1
Note: Other gNB antenna configurations are not precluded for evaluation
	(M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), dH=dV=0.5λ – Note 1
One TXRU per polarization per panel is assumed

	gNB antenna radiation pattern
	Single sector – Note 1
	3-sector antenna configuration – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.

	UE antenna height
	Baseline: 1.5m
(Optional): uniformly distributed within [0.5, X2]m, where X2 = 2m for scenario 1(InF-SH) and X2=[image: ][image: ] for scenario 2 (InF-DH)  

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m
(Optional): two fixed heights, either {4, 8} m, or {max(4,[image: ][image: ]), 8}.

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density:
- {40%, 2m, 2m} 
- {60%, 6m, 2m}

	Note 1:	According to Table A.2.1-7 in TR 38.802
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