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Introduction
[bookmark: _Hlk510705081]In RAN#94 plenary meeting, a new SID on AI/ML for air-interface was approved [1]. One of the objectives of the SID was to evaluate the performance benefits of AI/ML based algorithms for agreed use cases, including CSI feedback enhancements, beam management and positioning accuracy enhancements. For AI/ML based beam management two cases are considered: spatial domain beam prediction and temporal domain beam prediction [2]. 
Following agreements were made in the RAN1#111 meeting[5].
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· The following case for generalization verification, can be optionally considered by companies:
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side


Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements
Agreement
· Companies report the pattern of Set B.
· Further study the performance with different patterns of set B(s) for fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 

Agreement
For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, additionally considering
· Various Set B of beam(pairs)

Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.






Agreement
· For generalization performance verification, consider the following
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi and others,
· e.g., 200m ISD or 500m ISD and others
· e.g., same deployment, different cells with different configuration/assumption
· e.g., gNB height and UE height
· FFS: e.g., Carrier frequencies
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility, 
· e.g., 3km/h, 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)
· Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)
· Various Set B of beam (pairs)
· T1 for measurement /T2 for prediction for BM-Case2
· Other scenarios/configurations(parameters and settings) are not precluded and can be reported by companies.

Agreement
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.


In this contribution we present our evaluation results of beam prediction in spatial domain and our views on the evaluation methodologies and KPI’s.


Evaluation Results
In this section we explain the evaluation assumptions and present our results for spatial domain beam prediction.
Evaluation Assumptions
For generating the dataset, we considered a 21-cell layout with 3GPP Uma scenario with 200m inter-site distance. Using this setup, we performed multiple random UE drops and thereby generating approximately 30000 UE per sectors. Out of the samples generated, 90% of the samples were used for training, and 10% for testing. The UEs were associated to the gNB based on the coupling loss.
The antenna configuration for the gNB and UE are given in the table in Appendix. In the simulations, we assume that the gNB is equipped with a single panel, which can generate a total of 32 CSI-RS beams. The UE is equipped with 2 panels can generate a total of 8 beams. The beam related assumptions are summarized in the table in Appendix.
The dataset consists of L1-RSRP measurements from all the transmit beams. At the UE side, we assume that the UE performs measurement using all the 8 receive beams and then reports back either all the 8 L1-RSRP measurements or reports back the L1-RSRP measurement using the best UE-side Rx beam, where the best UE-side Rx beam is the UE-side Rx beam with the maximum L1-RSRP for a fixed Tx beam.
For the selection of beams for Set B, we assume that Set B is fixed across both training and inference. As for the number of beams pairs in Set B, we consider multiple values to analyze the tradeoff between performance and overhead reduction.
Model Description
We evaluate the performance of two different models in this contribution, 
· model-a which is a low-complexity model and 
· model-b which is a higher complexity model.

For both the AI/ML model structure use ReLU as the activation function. The cost function used was categorical cross entropy and an Adam optimizer was used to minimize the loss. The RSRP values were normalized to have zero mean and unit variance before giving it as input to the AI/ML model.
Model-a is a sequential model with two hidden layers and a dropout layer.
Model-b is a CNN with a residual connection.
The details of both the models are summarized in Table 1.
	Parameter 
	Parameter Value

	Model description
	Model-a
3 dense layers of size Set-B 
Softmax activation at output layer.
	Model-b
2 Residual layer
Softmax activation at output layer

	Loss function
	Categorical cross entropy

	Optimization function
	ADAM with learning rate of .001

	Dataset size
	~30000 samples, 90% training, 10% testing

	Number of parameters
	82500
	41090



Table 1 AI/ML model details

Evaluation Results
Based on the agreements and discussions, we report the following KPIs in this document:
· Beam prediction accuracy:
· Top-1 (%): the percentage of the Top-1 genie-aided beam is Top-1 predicted beam
· Top-K/1 (%): the percentage of the Top-1 genie-aided beam is one of the Top-K predicted beams, for K=3, 5, and 10.
· Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· CDF of L1-RSRP difference between the predicted best beam and genie-aided best beam.
· Average L1-RSRP difference between the predicted best beam and genie-aided best beam.
· RS overhead reduction:
· For the definition of RS overhead reduction, we select the given equation,
RS overhead reduction [%] = 
· N is the number of beam/beam pairs in Set B
· M is the total number of beams/beam pairs to be predicted.

The baseline scheme that we use is exhaustive beam sweeping, where the best beam is selected based on the measurement from all the beams on Set A.
For all our evaluations, we trained the model on one single sector, unless otherwise mentioned.
Results for Tx-beam prediction
In Tx-beam prediction, the UE reports the L1-RSRP using the best UE side Rx side beam to the UE. Set-A consists of RSRP measurement for each Tx beams using the corresponding best UE side Rx beam and Set-B is a sub-set of Set-A.
With AI/ML model, the performance of two scenarios are evaluated, in which each scenario has fixed Set-B of beams for training and inference and the size of Set-B is varied across the scenarios. The details of the two scenarios are given below.
Case 1: Set-B has 16 beams. The fixed beam pattern used for this scenario is show in Figure 1.
Case 2: Set-B has 8 beams. The fixed beam pattern used for this scenario is show in Figure 1.
Figure 1 Beam patterns for Set-B
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The KPI results for Tx-Beam prediction is summarized in Table 2 for a single sector. In the Tables we show the Top-K beam predication accuracy for K=1, and 3 and the average RSRP difference. The CDF plot for RSRP difference is shown in Figure 2.


	Scenario, Set-B pattern
Model,
	Set sizes
	Overhead reduction
	Average L1-RSRP difference (dB)
	Top-1 accuracy
	Top-3 accuracy

	
	Set A
	Set B
	
	
	
	

	Baseline
	32
	32
	0%
	0
	100%
	100%

	100% outdoor, Case 1, model-a
	32
	16
	50%
	0.118
	81.3%
	96.85%

	100% outdoor, Case-1, model-b
	32
	16
	50%
	0.097
	83.68%
	97.55%

	100% outdoor, Case 2, model-b
	32
	8
	75%
	0.678
	64.78%
	86.98%

	100% outdoor, Case-2, model-b
	32
	8
	75%
	0.577
	67.34%
	88.68%

	80%/20% outdoor/indoor, Case 1, model-a
	32
	16
	50%
	0.132
	79.41%
	96.64%

	80%/20% outdoor/indoor, Case 1, model-b
	32
	16
	50%
	0.132
	78.81%
	96.98%

	80%/20% outdoor/indoor, Case 2, model-a
	32
	8
	75%
	0.845
	59.96%
	84.77%

	80%/20% outdoor/indoor, Case 2, model-b
	32Table 2 Tx-Beam predication results

	8
	75%
	0.723
	61.3%
	86.69%




Figure 2 RSRP difference CDF plots
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The results show that AI/ML models can achieve close to similar performance as baseline scheme with reduced overhead. For e.g. for 100% outdoor users, AI/ML model can achieve a Top-3 accuracy of 96.85% with an overhead reduction of 50%. Also, there is a marginal performance gain while using a complex model(model-b) as when compared to a simple model. When we compare the performance of the AI/ML model across different outdoor/indoor UEs ration, we notice that the performance of the AI/ML model degrades as the number of indoor users increases.
Observation 1: For a sufficiently large Set-B size, the AI/ML model can perform as good as the baseline scheme with reduced overhead.
Observation 2: The performance of AI/ML degrades as the number of indoor users increases.
Results for generalization evaluation

In the RAN1#111 meeting, it was agreed that the generalization evaluations need to study three different cases. In this section we present our results for model generalization for the three different cases. For generalization evaluations, we generated dataset for three different configurations by varying the outdoor/indoor users ratios. We generated dataset for three different scenarios by varying the outdoor/indoor distributions. We choose outdoor/indoor ratios of 100%, 80% and 60% for generating three different datasets.
For the sake of clarity, we refer the dataset generated for three different configurations as follows.
· Dataset-1: outdoor/indoor ratio of 100%./0
· Dataset-2: outdoor/indoor ratio of 80%./20%
· Dataset-3: outdoor/indoor ratio of 60%./40%

All the other parameters are same for the three configurations and are summarized in the Appendix.
As per the agreement made the previous RAN#1 meetings, we evaluate three different cases of generalization.
· Case 1 The AI/ML model is trained and tested using dataset-2.
· Case 2: The AI/ML model is trained on dataset-1 and tested on dataset-2.
· Case 3: The AI/ML model is trained on dataset-2 and tested on dataset-1.
· Case 4: The AI/ML model is trained on a mix of dataset-1 and dataset-2 and tested on dataset-3.

For all the evaluations here, we fix the Set-B pattern to the case-1 pattern that was described in the previous section.
The results for generalization evaluation are summarized in Table 3. We evaluated the different cases mentioned above using the two models, model-a and model-b, which are described in the previous section. For all the evaluations, we used the data from sector 1 for both training and testing. The CDF plots for RSRP difference is shown in Figure 3.
	Generalization Type/Model Type
	Top-1 Accuracy
	Top-3 Accuracy
	Average RSRP Difference (dB)

	
	
	
	

	Case-1/model-a
	79.41%
	96.64%
	0.132

	Case-1/model-b
	78.81%
	96.98%
	0.132

	Case-2/model-a
	71.86%
	94.86%
	0.19

	Case-2/model-b
	73.62%
	95.33%
	0.19

	Case-3/model-a
	74.86%
	96.4%
	0.12

	Case-3/model-b
	78.71%
	97.4%
	0.10

	Case-4/model-a
	78.82%
	96.54%
	0.13

	Case-4/model-b
	82.62%
	97.7%
	0.10


Table 3 Generalization results

[image: ]
Figure 3 RSRP CDF plots for generalization evaluation

We observe from the results that, when the model is trained only on data from one scenario, the performance of the model is low as when compared to the case when the model is trained on a mix of data from different scenarios. For e.g., for case-2 when the model is trained only on data with 100% outdoor users and then tested on data from 80%/20% outdoor/indoor users, the Top-1 accuracy is 71.86%. But when the training data is a mix of both 100% outdoor users and 60%/40% outdoor users, the Top-1 accuracy becomes 78.82%.
Also, we observed that using a more complex model, model-b, generally increase the prediction accuracy.
Observation 3: Training on a mix of data from different scenarios can improve the performance of the AI/ML model.
Conclusion
In this contribution we make the following observations.
Observation 1: For a sufficiently large Set-B size, the AI/ML model can perform as good as the baseline scheme with reduced overhead.
Observation 2: The performance of AI/ML degrades as the number of indoor users increases.
Observation 3: Training on a mix of data from different scenarios can improve the performance of the AI/ML model.
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Appendix
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz
· SCS: 120 kHz

	Deployment
	200m ISD,
· 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE distribution
	· For spatial domain beam prediction: 
· Option 1: 100% outdoor
· Option 2: 80% outdoor
· Option 3: 60% outdoor
· For time domain prediction: 100% outdoor
· 10 UE per sector

	BS Antenna Configuration
	antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
Azimuth angles (degrees) = [-78.75, -56.25, -33.75, -11.25, 11.25, 33.75, 56.25, 78.75]
Zenith angles (degrees) = [85.5, 94.5, 99, 103.5]

	UE Antenna Configuration
	antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 
Azimuth angles (degrees) = [ -67.5, -22.5, 22.5, 67.5]

	BS Tx Power
	40dBm (baseline)

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB
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