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1. Introduction
Artificial Intelligence (AI)/Machine Learning (ML) has the potential to be a landmark technology in 5G advanced. A study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was established in RAN plenary #94e meeting for Rel.18 [1].
Beam management was selected as one use case for study in Rel.18. The previous discussion related to beams was mainly try to utilize the prediction ability of AI/ML on choosing a proper beam predictively during the beam switching produces. The beam switching may cause delays. For example, if a beam is selected improperly, additional beam switching will be triggered which may bring more delays and processing overhead. Thus, choosing a beam with less beam switching/handover will ease the system maintenance and improve user experience. Due to the fact that, the moving traces of a certain kind of UEs, e.g., vehicles, may satisfy such a certain prediction rule (i.e. the future data is correlated with historical data). Therefore, the prediction is highly possible for the beam management use case. 
Besides, AI/ML is applied in beam management to improve the beam training with spatial prediction. The beam training has to measure every possible beam pair between a UE and a gNB to find the best one.  The AI/ML samples some of the beam pairs to estimate or prediction the best beam pair, which saves lots of RSs overhead.
In the RAN1 111 meeting, the following agreements were achieved [2]. Some of the sub use cases have no consensus to be a representative use case.
	Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE sideR1-2212718
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded


Mainly two sub use cases are summarized in beam management based on AI/ML. More details about them will be discussed. Besides, other sub use case will be provided and discussed.
2. Discussions
2.1 Beam Prediction in Time Domain
For the fast moving UEs, a fast beam switching is necessary. Besides the latency problem of determining a new beam to switch to, the newly selected beam should be robust to reduce the probability of frequent further beam switching. As UE moves, the measurements of the reference signals for different beams vary. The practice right now is to select the beam with the strongest L1-RSRP. This is not the best policy for a fast moving UE. 
ML comes to help with beam prediction in time domain. The beam prediction in time domain tries to utilized the historical information. The one basic scheme is to utilize the historically connected beams for a UE regarding the UE traces and positions. The ML model input can be data of the index historically connected beam and assistant information.
The ML model can be deployed at the UE side, or the gNB side.
· The input is the historical information, e.g., the historically connected beams.
· The output is the beam to be switched to at next future time unit.


Figure 1. An ML model for predictive beam switching.
An intuition is that the beam switching is bounded to the UE positions. The UE’s next future movement can be predicted, so is the best connected beam in the next future time unit. To some degree, the position information can reveal the user privacy. To avoid the privacy problem, the position information can be hidden. The beam becomes narrow, as the frequency grows higher. The beam itself contains the spatial and direction information. A better choice for beam switching based on ML, is to use the historically connected beams as input, and output the beam to be connected at next future time unit, without a need for predicting the UE position.
Proposal 1: The UE position information is not necessary for predictive beam switching.
This case can be further discussed with assistant information, such a UE moving speed. On one hand, the UE moving speed hides the specific UE position information, avoiding the privacy problem. On the other hand, the UE moving speed can be a metric linked to the beam switching latency and thereby helps model selection. Besides, the UE moving speed is related to the dimension of the input beam information. If the time granularity of the input beams is overly large, it may not adequately track the UE behavior. On the contrary, if the granularity is too small, it would cause too much reference signal overhead. The benefits from ML is discounted. The UE moving speed can be a reference for the design of the input beam information of the ML model.
Proposal 2: Support the UE moving speed as a kind of assistant information for beam prediction in time domain.
2.2 Beam Prediction in Spatial Domain 
For beam training, after the connection is established, the UE and the gNB complete the beam pairing by P1, P2 and P3 according to TR 38.802. The UE has to take MN times measurements at maximum, to find a beam properly paired with a gNB beam, where M indicates the number of beams at the gNB side and N is the number of beams at the UE side. To save the signaling overhead and improve the resource utilization, two subsets with reduced number of beams can be maintained both at the gNB and at the UE. For gNB, the cardinality of the subset of beams is denoted by M1, M1<M. For UE, the cardinality of the sub set of beams is N1, N1<N.
The problem behind beam training is to find a mapping, from the current established beam (pair) to a new beam pair. This process is completed by beam training or machine learning (ML). The beam training has to measure all the beam pairs. Whereas, by ML, only a subset of the beam pairs are selected to be measured. It is a process of spatial sampling and interpolation. 
There are two steps here. 
1) Based on the current beam pair get connected, to infer sub set of beam pairs to be measured.
2) From the measurements of subset of beam pairs, infer the best beam pair.
The first step is neglected by most of the companies. The connected beam can provide more information about the UEs wireless environment, according to the 3dB beam width, the historical measurements etc.. This information can be used for deciding the subset of beam pairs to be measured. That can be classified as assistant information. The assistant information will be helpful in improving the performance of an ML model. However, the cost is higher ML model complexity.
Besides, how to decide the pattern of sparse beam measurements need to be discussed. The beam pattern goes one step further than deciding the relationship of beam set B and beam set A. The set B comprises sparse samplings in the spatial domain by RS measurements. The beam measurements alone will constitute a pattern. The problem on deciding pattern of set B is how to grasp the spatial features to a maximum degree with sparse samplings. Generally speaking, the samples near the connected beam will have higher correlations for low speed UEs. The samples far from the connected beams will have lower correlations for low speed UEs. Thus, the patterns of set B can be designed following the distribution of correlation in spatial domain.


Fig. 2 The beam measurements in spatial domain
A fixed regular pattern can be decided, for example, the pattern in Fig.3.  The four blue blocks denote the measured beams in spatial domain. The measurement pattern is fixed across time.  As an alternative, random pattern of set B can be an option for further discussion.



Fig.3 A pattern of beam measurements in set B.
 
Proposal 3: Some patterns can be designed for the input set B of beam prediction in spatial domain.
· A fixed pattern;
· A random pattern.

With these sparse measurements from RSs as input, the ML model predicts the best beam pair with less overhead. In this way, the measurements of the RSs in beam training are reduced. The measurements of the beam pairs are interpolated in spatial domain.


Figure 4. ML assisted Beam Training. 
A few measurements of the gNB-UE beam pairs are the input for the ML model to infer the output. The outputs are the predicted best beam pair across all the measured and unmeasured possible beam pairs. 
In beam training, there are P1, P2 and P3 steps. How to merge the beam prediction in Fig.4 into beam training steps is needed to be considered. For example, if the ML model is deployed at the UE side, the scanning pattern of the related beams should be aligned at both gNB and UE. Besides, the enhancement of L1-RSRP report is under discussion. Currently, the number of reporting of L1-RSRP is 4 at one report instance. Since there are multiple beams under measurements, the number of L1-RSRP needed to be reported is much likely to be greater than 4 in one report instance. We support the enhancement of L1-RSRP report.
Proposal 4: How to merge the beam prediction into beam training steps is needed to be considered.
3. Conclusions
In this contribution the following proposals been proposed:
Proposal 1: The UE position information is not necessary for predictive beam switching.
Proposal 2: Support the UE moving speed as a kind of assistant information for beam prediction in time domain.
Proposal 3: Some patterns can be designed for the input set B of beam prediction in spatial domain.
· A fixed pattern;
· A random pattern.
Proposal 4: How to merge the beam prediction into beam training steps is needed to be considered.
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