[bookmark: OLE_LINK33][bookmark: OLE_LINK34]3GPP TSG RAN WG1 #112		                                                   R1-2301665
Athens, Greece, February 27th – March 3rd, 2023

[bookmark: _GoBack]Source:                TCL Communication
Title:                    Discussions on Sub-Use Cases in AI/ML for CSI Feedback Enhancement
Agenda item:      9.2.2.2
Document for:    Discussion and Decision

1. Introduction
The study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface is established in RAN plenary meeting #94e for Rel.18 [1] to investigate the benefits of AI/ML in air interface performance enhancement. The AI/ML will be an icon technology in 5G advanced and afterwards. 
According to current 5G Standard, the UE is continuously burdened by a large amount of data/bits for CSI reporting to the gNB. The CSI feedback should be continuously sent to the gNB, e.g., for a MU-MIMO case, the feedback is very critical to the (BER) performance. The more delicate and in-time the feedback is, the better the scheduling will be. In the meantime, the auto-encoder model is a good fit for overcoming the CSI feedback problem. The auto-encoder model is capable of compressing an input vector by the encoder, and recovering the vector at decoder. The compressed information can be delivered via the air interface. The channel measured by the CSI is sparse. The channel is sparse in a certain dimension under certain description, e.g., the tapped delay line model is sparse in time. Therefore, the measured channel is compressible. The auto-encoder model is able to compress the channel from a higher dimension to a lower dimension, then decode the output. According to this, the gain of AI/ML based CSI feedback over the conventional codebook type I, codebook type II and even enhanced codebook type II can be obtained.  
In RAN1 110b-e meeting and RAN1 111 meeting, the sub use cases and potential standard impacts are discussed. the following agreements and conclusions are achieved [2][3]. A few sub use cases are excluded from selection of representative sub-use cases. That renders the afterwards work more focused.
	RAN1 110b-e meeting:

Conclusion  
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion   
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion 
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Agreement 
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement 
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE
RAN1 111 meeting:
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases. 



The CSI feedback sub use cases and possible standard impacts will be further discussed in this contribution.  We will provide possible sub use cases in CSI compression and CSI prediction. The potential standard impacts will be discussed for each sub use case. 
2. CSI Feedback Compression in Spatial-Frequency Domain
In this section, we will discuss the possible sub use cases of CSI feedback based on auto-encoder model. They are classified according to the input time range and the output time range as below.
The basic auto-encoder based CSI feedback model is shown in Fig 1. There are two parts. The encoder resides at the UE side. And the decoder resides at the gNB side.


Fig 1. An auto-encoder model.

The CSI feedback based on codebook is a process of compression and decompression. The auto-encoder model is able to exactly compress a vector into lower dimension and then recover it. The basic auto-encoder model is a replacement of the CSI feedback based on codebook at the UE side and at the gNB side. The compression and decompression is similar to the Rel.15 codebook (codebook type I) design. The CSI-RSs here are projected to a certain lower dimension similar to the calculation of PMI, which is for beamforming, and obviously spatial compression.
Observation 1: The CSI feedback based on codebook is a process of compression and decompression. The auto-encoder model is able to compress a vector into lower dimension and then recover it.
The basic CSI feedback model based on auto-encoder is further explained according to Fig. 1 and Fig. 2.
At encoder side, 
· The input is the CSI measurement of channel across sub bands. It can be either the Eigen vectors or the raw channel matrix
At decoder side, 
· The input is recovered as the Eigen vectors or the raw channel matrix.
Finally, the output of the decoder is applied to scheduling for the calculation of precoding vector. 
The CQI problem is mentioned in the last meeting by some companies. It is that the CQI calculated from the decoder output will be different from its actual value, because the decoder output can be inaccurate or biased.  One option is reporting the CQI calculated by UE. One additional option is setting up a threshold. If the performance of the two-sided model is worse than it, the UE report CQI will be selected. Otherwise, the CQI is calculated from the decoder output. The third solution is more flexible than the first two.



Fig. 2 The compression and decompression of the CSI measurement across sub bands.
 
Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Proposal 2: When a two-side model is deployed, the CQI can be reported by a UE or calculated by a gNB. A threshold can enable the switching between the two.

3. CSI Prediction
To make the CSI feedback in-time and truly reflect the channel conditions at the scheduling time, the CSI at the gNB side can be set as the predicted values at an intended future time. Thereby, the predictive CSI feedback model can be obtained. This procedure is described as given in Fig. 3.
· The input is the historical CSI measurements.
· The output future CSI(s).


Fig. 3 The CSI prediction with ML/AI.
This model utilizes the channel correlations to predict the channel conditions in a future time. The historical channel measurements are processed to generate the prediction of the future output. Several problems are needed to be further discussed, such as the location of the ML model, the output granularity, the contents in predicted CSI.
· The CSI prediction model can be either deployed at the UE side, or at the gNB side. 
· Besides, the output dimension in time is not necessary the same as the input dimension in time. Thus, the gNB can have more delicate scheduling granularity than the conventional CSI measurement and reporting interval.  The UE can have sparser CSI configuration in time domain. In another view, if the model is deployed at the UE side, the UE would have much frequent report of future CSIs. 
· The contents in predicted CSI need to be decided. A CSI report produced by a non-AI method, is decided by configurations. If the prediction output is channel matrix or Eigen vector, which is similar to the two-sided CSI feedback model, some configuration of report type is needed to be designed.
Proposal 3: To fix the problem of outdated CSI report, the predictive CSI model is supported to predict CSI at a future scheduling time.

4. Possible Standard Impacts
The standard impacts mainly come from the following aspects, besides the model life cycle management, model training and mode deployments.
· The CSI-RS configuration across sub bands
· The alignment of configuration of encoder and decoder
· The pre-processing and post-processing of the ML model
· The reporting of the ground truth
· Quantization of data and assistant information
They are needed to be further studied for the time-frequency CSI feedback model and CSI prediction model.
Proposal 4: The standard impacts are needed to be studied for the time-frequency CSI feedback model and CSI prediction model.

5. Conclusion
In this contribution the following proposals been made:
Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Proposal 2: When a two-side model is deployed, the CQI can be reported by a UE or calculated by a gNB. A threshold can enable the switching between the two.
Proposal 3: To fix the problem of outdated CSI report, the predictive CSI model is supported to predict CSI at a future scheduling time.
Proposal 4: The standard impacts are needed to be studied for the time-frequency CSI feedback model and CSI prediction model.
References
[1] [bookmark: _Ref101880944]RP-213599, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, RAN #94e, Dec. 6 - 17, 2021.
[2] [bookmark: _Ref111045045]Chairman notes of 3GPP TSG RAN WG1 #110b-e meeting.
[3] Chairman notes of 3GPP TSG RAN WG1 #111 meeting.

5

image2.emf
Subband 1

Subband 4

Time

Frequency

Subband 3

Subband 2

Subband 6

Subband 5

CSI-RS configured

Without CSI-RS


image3.emf
Prediction Historical CSIs

Future CSI(s)


image1.emf
UE

gNB

encoder

decoder


