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[bookmark: _Ref111130008]1	Introduction
In [1], the Rel-18 work item for NR MIMO evolution was agreed. The following two objectives of the work item concern CSI enhancements:  
1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
0. [bookmark: _Hlk101857356]Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
0. UE reporting of time-domain channel properties measured via CSI-RS for tracking
…
4. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
0. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off
0. SRS enhancement to manage inter-TRP cross-SRS interference targeting TDD CJT via SRS capacity enhancement and/or interference randomization, with the constraints that 1) without consuming additional resources for SRS; 2) reuse existing SRS comb structure; 3) without new SRS root sequences
0. Note: the maximum number of CSI-RS ports per resource remains the same as in Rel-17, i.e. 32




In this contribution, we discuss our views on TRS based TDCP reporting, CSI enhancement for high/ medium UE velocities, and CSI enhancement for coherent JT.




[bookmark: _Ref178064866]2	TRS-based time-domain channel property reporting 
At RAN1#111, it was agreed to downselect between the three TDCP alternatives Alt A.1 (Doppler spread), Alt A.2 (Doppler shift) and Alt B (TD correlation profile) based on simulations giving the throughput for the different methods.
	Agreement
For the Rel-18 TRS-based TDCP reporting, down select only one of the following alternatives by RAN1#112:
· AltA.1 (Doppler spread) as described in R1-2210523
· AltA.2 (Doppler shift): A UE is configured to report the Doppler shifts corresponding to the M strongest peaks of the wideband Doppler spectrum, for each of the  configured TRS resources
· A TDCP report can be configured with N periodic TRS resources (e.g., N=2 with one TRS resource per TRP)
· Parameter M is RRC configured with candidate values TBD, e.g. M=1,2,3,…
· Wideband Doppler spectrum is calculated from the wideband time correlation function, given, as an example, by  , where   and  is the channel for subcarrier n.
· AltB (TD correlation profile) as described in R1-2210523
Down-selection is to done based on, at least, the (single-)user throughput (LLS) performance comparison among the alternatives assuming:
· Three special cases of an agreed use case (companies can select only one or more): aiding gNB to determine switching between Type-I and Rel-16 eType-II codebooks, or to determine SRS periodicity in the UL-SRS reciprocity-based precoding scheme; or aiding the gNB implementation in CSI prediction for TDD
· In their simulations on switching between Type-I and Rel-16 eType-II codebooks, companies should state how to calculate the metric for the determination and how to set the threshold, and what the UE reports.
· In their simulations on UL-SRS reciprocity-based precoding scheme, companies should state how to set the SRS periodicity based on the reported metrics, and what the UE reports; and the results should be displayed in terms of user throughput vs SRS overhead
· In their simulations on CSI prediction for TDD, the results should be the correlation between real channel and predicted channel, and what the UE reports; aided by the reported metric.
· Other scenarios of the agreed use cases can optionally be simulated 
· Based on the agreed EVM for sTRP and mTRP
Note: Different alternatives may or may not apply to different use cases  
FFS: The need for a measure of confidence level in the TDCP report, and/or UE behaviour when the quality of TDCP measurement is not sufficiently high
FFS: TDCP parameter(s) signalled with respect to each alternative



The methods Alt A.1 and Alt B were described in more detail in R1-2210523
	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)

	A1. Doppler spread
	One Doppler spread value, i.e. . (see column 3 of A1) 


	The normalized channel correlation for each delay  can be calculated as follows  

where  indicates the time domain estimated channel at delay  in symbol i within a TRS burst. Further averaging for multiple TRS busts is necessary. 

The UE can optionally perform interference/noise reduction to get .

The Doppler for each delay can be calculated as 

Where  is the time duration for an OFDM symbol.

To calculate , the UE can search candidate  to minimize the error of 



UE does not need to calculate  for the each tap, but it only needs to calculate it for top N tops. From multiple , the UE can calculate the following:




	B. Time-domain correlation profile 
	Non-zero quantized version of amplitude  for a number of delay values  (quantized amplitude vs delay)

Example equation 

where

and  is the channel for subcarrier n.

	· Normalized auto-correlation of a time series measured from a TRS resource.
· Multiple auto-correlation values can be calculated from different lags of the same resource or different resources
· The autocorrelation can be estimated by replacing the channel  for subcarrier n in the defining formula in column 2, with the matched filter subcarrier components   of the received signal  where  is the complex conjugate of the known transmitted TRS signal. For  one can use the arithmetic average over the two TRS symbols separated by the time  , i.e.


Or, alternatively, one may use the geometric average for , i.e. 


Further methods to remove noise bias and to suppress noise can be used.


In the subsections, below we show simulation results for the three TDCP methods and compare them.  Comparisons are provided also for other aspects related to measurement/reporting overhead, and complexity.  Table 1 shows a summary of comparison between the different TDCP reporting alternatives with regards to performance, TRS overhead, reporting overhead, measurement latency, complexity, and sensitivity to phase jumps.  

[bookmark: _Ref127271032]Table 1 Comparison of the alternative TDCP measures.
	
	Alt A.1: Doppler spread
	Alt A.2: Doppler shift per peak in Doppler power spectrum
	Alt B: TD-correlation

	Performance for mode switching between CSI Type I and Type II (see Section 2.1 for corresponding results)
	Slightly better performance than random mode switching.
	Better performance than random mode switching but far worse from the performance of Alt B and ideal mode switching.
	Close to the performance of ideal mode switching.

	Number of TRS bursts needed for one estimate (100MHz bandwith)
	10
	Simulations based on 8 TRS bursts but many more (~70) needed to avoid aliasing for high velocities while still achieving sufficient accuracy for mode switching (see Section 2.4 for analysis).
	2

	Report signaling overhead
	Since the performance is quite poor (close to random mode switching) it’s hard to evaluate what quantization granularity and range that is needed. The conclusion is rather that reporting zero bits and using random mode switching is better.
	 bits
for M DPS-peaks and N TRPs using L lags (L+1 TRS bursts).
N=1, M=2, L=7 requires 8bits
N=1, M=2, L=70 requires 14bits


	About 4 bits

	Sensitivity to aliasing/ambiguities
	Low.
	High unless the lag between consecutive TRS bursts is very small (~1slot) and the number of lags L is chosen to be very high (~70). See section 2.4 Range and granularity for Alt A2.
	Low. See section 2.6 Avoiding ambiguities for Alt B.

	Measurement latency
	Large due to averaging over multiple TRS bursts required.
	Large since many consecutive TRS bursts are needed.
	Low since only two TRS bursts are needed for an estimate.

	Complexity
	High. Estimation for many TRS bursts. Peak search in power delay profile. Least square fit to Bessel function for each identified channel tap.
	High. TD-correlation estimation for a large number of lags. FFT to Doppler domain. Peak detection.
	Low since the TD-correlation needs to be estimated for only one lag and no further processing is required.

	Sensitivity to phase jumps between TRS bursts
(see Section 2.2 for corresponding results)
	No impact since estimation is done within TRS bursts.
	Very sensitive. With random phase jumps between TRS bursts Alt A2 doesn’t perform better than random mode switching.
	No impact since the absolute value of the TD-correlation is estimated and reported.

	Sensitivity to frequency errors and CFO-compensation.
(see Section 2.3)
	No impact.
	The single DPS peak (M=1) variant is very sensitive to frequency errors and CFO-compensation since it’s a measurement of an absolute rather than relative frequency and thus requires an accurate reference frequency (i.e. an accurate clock). See Section 2.3.
Also for M>1 the reported absolute frequency of the M peaks is very sensitive to CFO-compensation and frequency errors, but as long as only the relative frequency of the M peaks is utilized and CFO-compensation is used the impact on mode switching is limited.
	No impact.



Based on the overall performance comparison and analysis, we propose to support Alt B for TDCP reporting.

[bookmark: _Toc127541569]For TDCP reporting in NR Rel-18, support Alt B.


2.1 Performance comparison of the three TDCP alternatives
We have performed link level simulation for TDCP based switching between CSI Type I and Type II.
For Alt B (TD-correlation) we switch between Type I and Type II based on a threshold for the TD-correlation for one single lag of 5 slots (2.5ms).
For Alt A.2, we have results both for the use of one and two peaks in the Doppler power spectrum (i.e. for M=1 and for M=2). For two peaks, we use a threshold for the absolute value of the relative frequency between the two peaks to switch between Type I and Type II.  For one peak, we use a threshold for the absolute value of the frequency of the single peak to switch between Type I and Type II.
For Alt A.1, we use a threshold on the Doppler spread value , calculated as described in R1-2210523 to switch between Type I and Type II.
Thresholds have been selected to maximize throughput for the studied range of velocities and to ensure that the throughput is higher than the throughput for random mode switching (equal probability for Type I and Type II) for all velocities studied.
The simulations have been performed with practical CFO-compensation. Since CFO-compensation directly impacts measured Doppler shifts, this is crucial to get realistic results (see section 2.3 Effect of CFO compensation and frequency errors).
Our simulations in Figure 1 show that Alt B perform close to ideal mode switching (always selecting the mode which gives the best throughput) and clearly outperforms the other methods.

[bookmark: _Toc127541232]For the use case of using TDCP reporting for Type I vs Type II CSI switching, Alt B outperforms Alt A.1 and Alt A.2.

[bookmark: _Toc127541233]For the use case of using TDCP reporting for Type I vs Type II CSI switching, Alt B performs close to ideal mode switching (i.e., always selecting the mode which gives the best throughput).


One may also note that Alt B performs better than mode selection based on perfect velocity estimation, i.e. better than max (Type I throughput, Type II throughput) in Figure 1. The reason is that for a given velocity the channel coherence time still varies depending on the UE direction and the detailed shape of the channel. Alt B measures the channel variability and adapts directly to the coherence time rather than to the UE velocity.
[image: ]
[bookmark: _Ref127183729]Figure 1.  Simulation results comparing TDCP reporting alternatives for Type I vs Type II mode switching use case.
In appendix 7D additional results are given for different noise levels. Results are also given for different threshold values. For Alt A1 and Alt A2 it can be hard to select an appropriate threshold since the performance is so bad. One can choose between having good performance at low speeds and bad performance for high speeds or vice versa, or one can try to balance to get a decent performance for all speeds. We have used the balanced approach, but give also results for alternative thresholds in the appendix. 
2.2 Effect of phase jumps
UE and chipset manufacturers have expressed deep concerns for TDCP methods that rely on phase coherency between TRS bursts. Phase coherency between TRS bursts can’t be ensured by the UE due to various reasons such as DRX, frequency adjustment, switching between Rx and Tx, etc. Alt. B has therefore been adopted to be robust against phase jumps by only making use of the absolute value of the TD-correlation. Alt A.2 on the other hand is strongly sensitive to phase jumps. This can be seen in our simulations with and without random phase jumps between TRS bursts in Figure 2. Alt B is not impacted at all by the phase jumps. For Alt A.2 on the other hand phase jumps make performance drop drastically down to the level of random mode switching, making the method useless.

[bookmark: _Toc127541234]Alt B is robust against phase jumps between two TRS bursts separated by a delay value  since Alt B only makes use of the amplitude of the TD-correlation.
[bookmark: _Toc127541235]Alt A.2 is very sensitive to phase jumps between two TRS bursts and does not perform better than random mode switching (i.e., randomly choosing Type I or Type II without any TDCP report).


[image: ]
[bookmark: _Ref127184287]Figure 2 Simulation results comparing TDCP reporting alternatives for Type I vs Type II mode switching use case with phase jumps between TRS bursts.



2.3 Effect of CFO compensation and frequency errors
When measuring frequencies, it’s necessary to have a clock or equivalently a reference frequency. The UE oscillator/clock is very imprecise. This is normally not a problem since the UE performs CFO-compensation to adjust its oscillator to the frequency of the received carrier. However, when trying to estimate an absolute Doppler shift this becomes problematic since the received carrier is itself Doppler shifted. If the reference frequency is itself Doppler shifted, the Doppler shift of the carrier can obviously not be measured.
For Alt A.2 with a single peak (M=1) there are two options.
1. Use the CFO-compensated frequency as reference frequency for the measurement
2. Use the intrinsic UE oscillator frequency as the reference frequency for the measurement

The errors of the frequency of UE oscillator have multiple sources
· Temperature variations 
· Aging
· Manufacturing imperfections

Each of these error sources is in itself sufficient to make estimation of absolute Doppler shifts impossible. Let’s consider the temperature variations. They are at the very least 5ppm. For a 3.5GHz carrier, this corresponds to 5ppm*3.5GHz=17kHz. This may be compared with the maximum Dopplershift of a UE with speed 10km/h which is 10/3.6/(3*10^8)*3.5*10^9 = 32.4Hz.
We may also note that the measurement is also impacted by the frequency errors of the Base Station (BS). The BS oscillators are much better than the UE oscillators, with requirements given in Table 6.5.1.2-1 in TS 38.104. The maximum wide area BS frequency error at 3.5GHz carrier frequency is 0.05ppm*3.5GHz =175Hz. We note that even the BS frequency error is big enough to make measurements of Dopplershifts impossible.
[image: ]

[bookmark: _Toc127541236]Alt A.2 single peak (M=1) is very sensitive to frequency errors at the UE and/or gNB, while Alt B is very robust as it measures and reports the amplitude of the TD-correlation.


In Figure 3, we show the performance of Alt A2 with M=1 (dps single peak) for the two options 1) using the CFO compensated frequency as reference frequency for the measurement, and 2) using the intrinsic UE oscillator frequency as reference frequency for the measurement. For the UE oscillator frequency case, a random error of maximum 5ppm is used. The performance of Alt A2 with M=1 using the intrinsic UE oscillator is the same as for random mode switching as can be expected. The performance of Alt A2 with M=1 using the CFO-compensate frequency is a bit better than random mode switching at least for some UE speeds. The reason is that what is measured is the offset between the strongest peak in the Doppler power spectrum from the ‘center of gravity’ (the first moment) of the Doppler power spectrum. This offset scales with UE velocity, and can thus be used as a UE velocity indicator as long as the form of the channel is kept constant. In real life, the form of the channel will, however, vary making this measure even worse.
[image: ]
[bookmark: _Ref127186758]Figure 3. Performance comparison for Alt A.2 using the CFO compensated frequency vs the intrinsic UE oscillator frequency as reference frequency for the measurement.

The effect of CFO-compensation on the Doppler power spectrum can be seen in Figure 4. To the left of the figure, the Doppler power spectrum is estimated using the true TX frequency (which the UE has no way of knowing) as reference frequency. To the right of the figure, the Doppler power spectrum is estimated using the CFO-compensated frequency as reference frequency. The effect is that the ‘center of gravity’ (the first moment) of the Doppler power spectrum is moved to zero frequency. As a consequence, the position of the strongest peak in the Doppler power spectrum is moved close to zero.
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[bookmark: _Ref127187961]Figure 4 To the left the Doppler power spectrum is estimated using the true TX frequency (which the UE has no way of knowing) as reference frequency. To the right the Doppler power spectrum is estimated using the CFO-compensated frequency as reference frequency.

2.4 Range and granularity of Alt A2
To estimate the Doppler power spectrum, we use  TRS bursts regularly spaced by a time  to estimate the autocorrelation  for  lags, , . Using that  and , we get the autocorrelation for in total N=2*L+1 lags, that are used for the DFT operation to get the Doppler power spectrum. Thus, we get the Doppler power spectrum for the N frequencies
 ,   for integers   
The frequency granularity is thus

and the frequency range is

With the number of TRS bursts, , the time interval between consecutive TRS bursts  and the carrier frequency 3.5GHz, we get the frequency granularity

and frequency range

Using the relation for the maximum Doppler shift

We can translate this into a granularity in velocity of

and a range in velocity of


[bookmark: _Toc127541237]For Alt A.2, the frequency range and granularity depends on the number of lags.  For 7 lags separated by 5ms with carrier frequency 3.5 GHz, the frequency granularity is 14.3 Hz and frequency range is +-100 Hz.  This corresponds to a speed granularity of 4.41 kmph and a velocity range of up to +/- 30.9 kmph.


Channel peaks with frequencies (or velocities) outside this range, wrap around (basis function aliasing) to create peaks in the wrong place in the Doppler power spectrum. To allow for UE velocities up to 300km/h without creating such ambiguities, one would need to have TRS bursts separated by  (one slot for 30kHz subcarrier spacing). Keeping the number of TRS bursts , this would however give a frequency granularity of  corresponding to a granularity in velocity of . Clearly, this granularity would not be sufficient for any of the use cases under study. The whole Doppler power spectrum would be within one bin. To maintain a decent granularity in frequency one would thus need to increase the number of TRS bursts used. To support UE velocities up to 300km/h and maintain a decent granularity in frequency/velocity one would need to use in the order of 70 consecutive TRS bursts. We note that to calculate the autocorrelation for ~70 lags would result in a huge complexity for the UE. The transmission of the TRS in 70 consecutive slots would also give a large RS overhead.
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Figure 5 In the above figures the effect of the granularity in frequency on Doppler power spectrum estimation is shown.  To the left the granularity is 3.3Hz while to the right the granularity is 14.3Hz.

2.5 Effect of TDCP reporting quantization
The standard deviation of the TD-correlation estimate is roughly proportional to one minus the TD-correlation. It therefore makes sense to quantize the TD-correlation in logarithmic steps of one minus the TD-correlation, e.g as given in Table 2 

[bookmark: _Ref127197997]Table 2 Example quantization of the TD-correlation A
	Level nr
	10*LOG10(1-A)
	A
	Granularity
	Granularity/(1-A)

	1
	-21
	0.992
	0.0021
	0.26

	2
	-20
	0.990
	0.0026
	0.26

	3
	-19
	0.987
	0.0033
	0.26

	4
	-18
	0.984
	0.0041
	0.26

	5
	-17
	0.980
	0.0052
	0.26

	6
	-16
	0.975
	0.0065
	0.26

	7
	-15
	0.968
	0.008
	0.26

	8
	-14
	0.960
	0.010
	0.26

	9
	-13
	0.950
	0.013
	0.26

	10
	-12
	0.937
	0.016
	0.26

	11
	-11
	0.921
	0.021
	0.26

	12
	-10
	0.900
	0.026
	0.26

	13
	-9
	0.874
	0.033
	0.26

	14
	-8
	0.842
	0.041
	0.26

	15
	-7
	0.800
	0.052
	0.26

	16
	-6
	0.749
	0.065
	0.26



In Figure 6, we show the effect of discretized reporting of the TD-correlation for Alt B based on 1dB and 2dB steps, both using 3bits. We see that the quantization effect is very small for the 1dB step discretization and that even for the 2dB step discretization, Alt B outperforms the other TDCP alternatives. For Alt A1 we have not investigated any discretization since it anyhow performs so badly. 

[bookmark: _Toc127541238]For Alt B, with 3-bit quantization in logarithmic steps of 1 dB or 2 dB, the performance is still very close ideal mode switching.

Alt A2 has an inherent quantization coming from the Doppler power spectrum being calculated for a number of discrete frequencies. Using   TRS bursts regularly spaced by a time  to estimate the TD-correlation for  lags results in  discrete frequencies in the Doppler power spectrum. Each of the M peaks reported in the Doppler power spectrum, thus requires  bits. To report M peaks for N TRPs finally requires
bits
As an example, for one TRP (N=1), two peaks (M=2) and 7 lags (L=7), 8 bits are needed.
We note, however, that for Alt A.2 to support UE speeds up to 300km/h without ambiguities and to have sufficient granularity in frequency, L needs to be of the order of 70 (see section 2.4 Range and granularity of Alt A2). With N=1 and M=2 this would require 14bits.
We have also investigated the impact of quantization for Alt A1 but since the performance of Alt A.1 is so bad from the start, it’s hard to judge what granularity to use. In Figure 6 we show the impact of a 3bit quantization in  5Hz steps as given by Table 5.

[image: ]
[bookmark: _Ref127198050]Figure 6 Simulations showing the effect of quantized reporting of TDCP alt B based on the quantizations given in Table 3 and Table 4 and for alt A.1 based on the quantization given in Table 5. Alt A.2 dual peak has an inherent quantization utilizing 8bits.

[bookmark: _Ref127200907]Table 3 Quantization in 1dB steps used for simulations of Alt B
	Value nr
	10*LOG10(1-AC)
	AC
	Granularity
	Granularity/(1-AC)

	1
	-20
	0.990
	0.0026
	0.26

	2
	-19
	0.987
	0.0033
	0.26

	3
	-18
	0.984
	0.0041
	0.26

	4
	-17
	0.980
	0.0052
	0.26

	5
	-16
	0.975
	0.0065
	0.26

	6
	-15
	0.968
	0.0082
	0.26

	7
	-14
	0.960
	0.010
	0.26

	8
	-13
	0.950
	0.013
	0.26




[bookmark: _Ref127200910]Table 4 Quantization in 2dB steps used for simulations of Alt B
	Value nr
	10*LOG10(1-AC)
	AC
	Granularity
	Granularity/(1-AC)

	1
	-21
	0.992
	0.0046
	0.58

	2
	-19
	0.987
	0.0074
	0.58

	3
	-17
	0.980
	0.0117
	0.58

	4
	-15
	0.968
	0.0185
	0.58

	5
	-13
	0.950
	0.0293
	0.58

	6
	-11
	0.921
	0.0465
	0.58

	7
	-9
	0.874
	0.074
	0.58

	8
	-7
	0.800
	0.117
	0.58




[bookmark: _Ref127354055]Table 5 Quantization in 5Hz steps used for simulations of Alt A.1
	Value nr
	1
	2
	3
	4
	5
	6
	7
	8

	Value [Hz]
	0
	5
	10
	15
	20
	25
	30
	35




[bookmark: _Ref127537227]2.6 Avoiding ambiguities for Alt B
To switch between CSI Type-I and Type II we use a threshold on the autocorrelation for a single autocorrelation lag.
Due to the oscillating form of the autocorrelation (see Figure 7) there is an ambiguity in the interpretation of an estimated autocorrelation value, as to which of the oscillations the autocorrelation estimate comes from. Due to the decreasing amplitude of the oscillations this is, however, not the case for autocorrelation values close to one. Such values must come from the low lag region of the first oscillation. By selecting a threshold value that is close to one, we can therefore avoid this ambiguity. The restriction to have a threshold close to one doesn’t prevent us from achieving optimal mode switching since we also have the freedom in selecting a suitable lag for the autocorrelation measurement. We thus select a combination of autocorrelation threshold close to one and autocorrelation lag, such that the mode switching give optimal throughput. 
If the estimated autocorrelation is above the threshold the channel variability is low and we select CSI Type II. Since the threshold is close to one there is no risk that the autocorrelation could come from some other autocorrelation oscillation than the first.
If the estimated autocorrelation is below the threshold the channel variability is high and we select CSI Type I. In this case it is possible that the autocorrelation estimate comes from some other autocorrelation oscillation than the first but if this is the case this indicates that the channel variability is even higher and we should still select Type I, so this isn’t a problem



[image: ]
[bookmark: _Ref127253706]Figure 7 The analytic form of the autocorrelation for the Jakes model, applicable e.g. to the TDL-A channel. The autocorrelation for other channels, like e.g. the CDL channels, is different but has the same general form with oscillations decreasing in magnitude with increasing autocorrelation lag.

2.7 TRS burst configuration


In current NR specifications, the minimum supported periodicity of TRS is 10ms.  However, for TDCP measurements, autocorrelation may need to be computed for delay values much smaller than 10ms (e.g., for the simulations presented in our paper, we used delay value of 5 slots between first TRS burst and 2nd TRS burst).  One option is to reduce the periodicity of TRS to a value much smaller than 10ms.  This will increase the TRS overhead and is not a suitable solution as TDCP measurements may not be triggered very frequently.  
For the purpose of TDCP measurement, it may be sufficient to support a TRS configuration similar to what is illustrated in Figure 8.  In the figure, the first TRS burst (denoted as TRS 1) has a shorter periodicity than the second TRS burst (denoted as TRS 2).  As TRS reporting is infrequent compared to CSI reporting, the gNB can trigger a TRS report around the slots where both TRS1 and TRS2 are available.  With regards to how to configure TRS1 and TRS2, one possibility is to configure these as different resources within a single CSI-RS resource set.  Such configuration details can be discussed later once the reporting quantity for TDCP reporting is agreed.

[image: ]
[bookmark: _Ref127487842]Figure 8.  Example configuration of two TRS bursts for TDCP measurements (first TRS burst is denoted as TRS1, and second TRS burst is denoted as TRS2).


2.8 Details of Alt A.1
For Alt A.1, we follow the description in R1-2210523 closely
	One Doppler spread value, i.e. .

	The normalized channel correlation for each delay  can be calculated as follows  

where  indicates the time domain estimated channel at delay  in symbol i within a TRS burst. Further averaging for multiple TRS busts is necessary. 

The UE can optionally perform interference/noise reduction to get .

The Doppler for each delay can be calculated as 

Where  is the time duration for an OFDM symbol.

To calculate , the UE can search candidate  to minimize the error of 



UE does not need to calculate  for the each tap, but it only needs to calculate it for top N tops. From multiple , the UE can calculate the following:






We note that  is an estimate of the Doppler spread of the channel tap at delay . We don’t understand the rationale in calculating the difference in Doppler spread between two delay taps as . We think this would make sense if  was an estimate of the average Doppler shift of the channel tap at delay . The result would then be an estimate of the Doppler spread of the complete channel consisting of all channel taps. This, isn’t the case however, and the measure of the difference in Doppler spread between the two channel taps doesn’t have any clear relation to the Doppler spread of the complete channel. Still, we perform the operations as described.
We tried Alt A.1 with different number of channel taps and found that it works best with the two strongest taps.
Generally, Alt A.1 performs badly but still a bit better than random mode switching. The reason is that even though Alt A.1 is a strange measure, it does scale with velocity as long as the shape of the channel isn’t changed. The Doppler spread of each channel tap scales with velocity and so does the difference . The Alt A.1 measure can therefore be used as an indicator of velocity as long as the form of the cannel is kept fixed. For real life channels for which the form of the channel varies, Alt A.1 can be expected to perform even worse than we see in our simulations.
Since the Doppler spreads  are estimated per channel tap, there is no possibility to average over subcarriers. It’s therefore necessary to average over multiple TRS bursts instead (as noted in the description in R1-2210523).  In our simulations, we show results with averaging over 10 TRS bursts. We have tried also with averaging over larger numbers of TRS bursts but see no significant improvement. For reference we show also the performance without averaging over TRS bursts.


[image: ]
Figure 9 Throughput for Alt A.1 using 2 channel taps and averaging over 10 TRS bursts, for six different threshold values.
2.9 Smaller bandwidths and averaging over time
For Alt A.2 and Alt B, the TD-correlation is estimated by averaging over subcarriers. For 100MHz bandwidth, we have seen above that this averaging is sufficient. For smaller bandwidths averaging over subcarriers can be complemented by averaging over time, i.e. over multiple measurement occasions. In Figure 10  , we show the performance of Alt A.2 and Alt B for 20MHz bandwidth without averaging over time and with averaging over ten consecutive measurement occasions. We see that for all methods performance improve with time averaging. We note also that Alt B without time averaging is still better than Alt A.2 with time averaging.
Note also that for Alt A.1 time averaging is necessary even for 100MHz bandwidth since Alt A.1 doesn’t allow for any averaging over subcarriers.
[image: ]
[bookmark: _Ref127365442]Figure 10  10Impact of time averaging on alt A.2 and alt B for 20MHz bandwidth. Note that for alt A.1 time averaging is necessary even for 100MHz bandwidth since no averaging over subcarriers is performed.
[bookmark: _Toc111218149][bookmark: _Toc111219836]
[bookmark: _Ref189046994][bookmark: _Hlk102135948] 3	Type II codebook refinement for high/medium UE velocities


[bookmark: _Toc118701001][bookmark: _Toc118701120][bookmark: _Toc127375324][bookmark: _Toc127432254][bookmark: _Toc127438759][bookmark: _Toc127491407]
3.1 On the number of selected DD basis vectors Q
In RAN1#111, the following agreement was reached:
AgreementFor the Type-II codebook refinement for high/medium velocities, for N4>1, regarding the parameter Q, at least Q=2 is supported. 
· FFS: Whether Q=3 and/or Q=4 are also supported as other candidate value(s), as well as the supported Parameter Combination(s) 

To resolve the FFS on the support of Q=3 and Q=4, we performed system level simulations to compare the performance between Q=2 and Q=3. In Table 6, we show our system level simulation results for 60 km/h UE velocity using 16 TX ports and 2 RX for = {4, 8, 16, 32} at 70% resource utilization (RU). For UE side prediction, ideal channel prediction is used. Other simulation assumptions for the results in the table are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C.

In the simulations, d =1 with CSI report periodicity of d (i.e., same periodicity as prediction window length which is a reasonable assumption for P/SP-CSI-RS) and a single CQI (i.e., time-instance,  = 1) per Rel-18 PMI report are assumed. Note that for Q=3, we “drop” i.e., do not report any all-zero DD-bitmaps using another bitmap in CSI part 1 to indicate which (non-zero) DD-bitmaps are included in the CSI report. As shown by the results, Q=3 yields higher performance than Q=2, especially at , where the gain is on the order of 5% mean-UTP and 20% cell-edge-UTP. The simple scheme of dropping/not reporting empty DD-bitmaps is sufficient to only have a slight increase of CSI OH on the order of 10% more in average when using Q=3 compared to Q=2.


[bookmark: _Ref127475014]Table 6: Comparison of performance when using Q=2 and Q=3
	Resource utilization: 70 %

	Alt1, d=1, T_F=d, N_CQI=1, =4,8,16,32

	 Q

	2
	3

	Mean user throughput gains versus Rel-16

	4
	53%
	55%

	8
	46%
	47%

	16
	34%
	40%

	32
	21%
	25%

	Cell-edge user throughput gains versus Rel-16

	4
	206%
	209%

	8
	169%
	177%

	16
	134%
	147%

	32
	68%
	82%

	CSI overhead gains versus Rel-16

	4
	75%
	85%

	8
	-13%
	1%

	16
	-57%
	-45%

	32
	-78%
	-71%




[bookmark: _Toc127541239]Q=3 provides performance gains over Q=2 across different prediction windows

[bookmark: _Toc127541570]Support Q=3 for number of selected DD basis vectors.


3.2 On Bitmap design
In RAN1#111, the following agreement was made:
Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, support the following:
· Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector

Although the following proposal was discussed for different overhead reduction methods, the proposal was not agreed:
Proposal 2.E.2 
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select only one from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt2. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design and further compressed using source-coding (e.g Huffman code
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt3B: A single 2-dimensional bitmap of size  to report the selected  pairs of SD components and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected FD basis vector and each column corresponds to one of the selected  pairs of SD component and DD basis vector.
· Alt3C: A single 2-dimensional bitmap of size  to report the selected  pairs of SD component and FD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected DD basis vector and each column corresponds to one of the selected  pairs of SD component and FD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.

We performed system level simulations to compare the performance between two alternative bitmap designs Alt1 (Q different 2-dimensional bitmaps of size 2LM) and Alt3A. In Table 7, we show our system level simulation results for 60 km/h UE velocity using 16 TX ports and 2 RX for = {4, 8, 16, 32} at 50% resource utilization (RU). For UE side prediction, ideal channel prediction and AR prediction is used. Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 
For Alt3A, we use S=M, which seems to be a good trade-off between overhead and performance. 
For Alt1 with DD-bitmap dropping, we indicate if a DD-bitmap is dropped per layer (not included in second part of CSI report) using a bitmap of size Q (per layer) in the first part of the CSI report and drop any bitmap with only small values compared to the minimum quantization value; thus, unless a bitmap is dropped there is an additional Q-bits overhead, but in general at least one DD-bitmap is typically near zero after quantization and thus dropped, which yields clear overhead savings with similar performance to Alt1.
Comparing Alt1 with Alt3A, we find that they yield around the same performance while Alt3A has lower overhead.
[bookmark: _Ref127455411]Table 7: Comparison Alt1 and Alt3A bitmap alternatives
	Resource utilization: 50 %

	d=1, T_F=d, =1, =4,8,16,32

	Predictor    
	Ideal channel prediction
	AR (B=8, m=1)

	          Bitmap

	Alt1
	Alt1 + DD-drop
	Alt3A
	Alt1
	Alt3

	Mean user throughput gains versus Rel-16

	4
	31%
	31%
	31%
	20%
	19%

	8
	24%
	26%
	27%
	10%
	10%

	16
	18%
	20%
	19%
	2%
	2%

	32
	8%
	9%
	9%
	-
	-

	Cell-edge user throughput gains versus Rel-16

	4
	125%
	124%
	123%
	62%
	55%

	8
	96%
	100%
	104%
	28%
	29%

	16
	71%
	82%
	73%
	4%
	7%

	32
	31%
	41%
	39%
	-
	-

	CSI overhead increase versus Rel-16 with 5 slot periodicity

	4
	73%
	58%
	38%
	68%
	34%

	8
	-14%
	-18%
	-30%
	-16%
	-34%

	16
	-57%
	-58%
	-65%
	-58%
	-67%

	32
	-78%
	-78%
	-82%
	-
	-



[bookmark: _Toc127541240]Bitmap alternative Alt1 with reporting of only non-empty DD bitmaps is close to Rel-16 Type-II implementation in complexity and is a simpler reporting format 

[bookmark: _Toc127541571]Support either Alt 1 or Alt 3A for the design of bitmap(s) for indicating the locations of the NZCs.
· [bookmark: _Toc127541572]If Alt 1 is adopted, agree to only report non-empty DD bit maps to reduce CSI overhead.


3.3 On reporting CQI(s) for Type II Doppler CSI 
In RAN1#111, the following agreements were made:
Agreement
For the Type-II codebook refinement for high/medium velocities, in one CSI reporting instance, for a given CQI sub-band, at least support including one CQI 
· FFS: The association of the CQI with PMI(s) and/or slot(s) within one duration of CSI reporting window WCSI
· FFS: The support for including more than one CQIs 

Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), assuming 1 CQI in one sub-band and one CSI reporting instance, down-select (by RAN1#112) one from the following alternatives:
· Alt1. The CQI is associated with the entire duration of the CSI reporting window and all the N4 W2 matrices 
· Alt2A. The CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices 
· Alt2B.  The CQI is associated with the first/earliest d slots of the CSI reporting window and the first/earliest one of the N4 W2 matrices
Note: The N4 W2 matrices represent the combining coefficients before DD compression at the UE, or after DD de-compression at the gNB.

We performed system level simulations to compare the performance between two CQI alternatives Alt1 and Alt2A. In Figure 11, we show our system level simulation results for 60 km/h UE velocity using 16 TX ports and 2 RX for = {4, 8, 16, 32} at 70% resource utilization (RU). For UE side prediction, ideal channel prediction and AR prediction are used. Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 
We compared Alt1 (CQI associated with multiple PMI “time-instances” in terms of average SINR) and Alt2A/B (CQI associated with only initial time-instance of PMI).  We see minor to no difference between Alt2A/B in our interpretation as both methods results in that only the first  is used in the CQI computation. The simulations are performed over a parameter sweep of  with d=1 with CSI report periodicity = d (same as prediction window length – reasonable assumption for P/SP-CSI-RS) with a single CQI (i.e., time-instance, N_CQI = 1) per Rel-18 PMI report. 
As seen in the results, Alt1 clearly shows improved mean UTP gain for the ideal predictor for   8 and already at  4 for cell-edge UTP (10-30% gain). Compared to the ideal channel predictor, using a simple auto-regressive (AR) predictor (described in detail in an earlier contribution) with K=8, m=1, results in much lower gains in general, while it is still clear that Alt1 yields better performance than Alt2A. We note that the design of a channel predictor is up to UE implementation and could thus be further optimized/trained which would result in that the gains could become closer to the ideal channel predictor results. 
[image: ]
[image: ]
[bookmark: _Ref127455938]Figure 11: Comparison of alternatives for associating a single CQI with multiple time instances or PMIs.


[bookmark: _Toc127541573]For the Rel-18 Type-II codebook refinement for high/medium velocities, for the case of  X=1 CQI in one sub-band and one CSI reporting instance, support Alt 1.

Regarding the support of X>1 CQIs in one sub-band and one CSI reporting instance, the following agreement was made in RAN1#111:
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, decide by RAN1#112 whether including X>1 CQIs in one sub-band and one CSI reporting instance are supported
· If supported, also decide the value(s) of X and the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots)

We performed system level simulations to evaluate the performance when including X>1 CQIs in one sub-band and one CSI reporting instance. In Table 8, we show our system level simulation results for 60 km/h UE velocity using 16 TX ports and 2 RX for = {4, 8, 16, 32} at 70% resource utilization (RU). For UE side prediction, ideal channel prediction is used. Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 

We evaluated different number of CQI in each Rel-18 report (equally spaced in terms of PMI time-instances) over a parameter sweep of  with d=1 with CSI report periodicity = d. As seen in the table, there are potential throughput gains, up to 10-20% at cell-edge, with X= 2 or 4 compared to the agreed value of X=1. Note that the increased CQI overhead is not included in the mean CSI overhead gains presented in the table which only represents the overhead associated with the PMI of the Type-II report.

[bookmark: _Ref127476217]Table 8: Comparison of performance with varying number of CQI per reporting instance
	Resource utilization: 70 %

	Alt1 d=1, T_F=, Q=2, =4,8,16,32

	
            
	1
	2
	4

	Mean user throughput gains versus Rel-16

	4
	53%
	54%
	54%

	8
	46%
	46%
	48%

	16
	34%
	37%
	40%

	32
	21%
	22%
	22%

	Cell-edge user throughput gains versus Rel-16

	4
	206%
	222%
	213%

	8
	169%
	181%
	172%

	16
	134%
	140%
	150%

	32
	68%
	74%
	77%

	CSI overhead gains versus Rel-16

	4
	75%
	75%
	74%

	8
	-13%
	-13%
	-12%

	16
	-57%
	-57%
	-57%

	32
	-78%
	-78%
	-78%



Based on the evaluation results, we propose the following:
[bookmark: _Toc127541574]For the Rel-18 Type-II codebook refinement for high/medium velocities, support X=2 CQIs in one sub-band and one CSI reporting instance.

3.4 Regarding the parameters K, m and d
In RAN1#111, the following agreements were made:
Agreement
For the Type-II codebook refinement for high/medium velocities, the parameter K (the number of AP-CSI-RS resources for the CMR) is gNB-configured via higher-layer (RRC) signalling at least from the following set of candidate values: {4, 8}
· FFS: If additional candidate value(s) of K are supported, e.g. 5, 12, 16, also taking into account other use cases (e.g. for training filter coefficients, prediction or performance monitoring) and TDD


Proposal 2.C.5: 
For the Type-II codebook refinement for high/medium velocities, regarding the parameter d (in slots), 
· Support at least the following candidate value:  
· If the configured CMR is AP-CSI-RS, this candidate value is the configured value of m parameter
· FFS: If the configured CMR is P/SP-CSI-RS
· FFS: Whether in the above two cases, the number of slots between the last CSI-RS occasion no later than the legacy reference resource and the starting of WCSI window shall be integer multiples of d slots.
· FFS: Whether additional candidate value(s) of d are supported, e.g. d<m, d>m, d=1
If more than one candidate values of d are supported, the value of d is gNB-configured via higher-layer (RRC) signalling 

Agreement
For the Type-II codebook refinement for high/medium velocities, the parameter m (offset between two AP-CSI-RS resources for the CMR, in slots) is gNB-configured via higher-layer (RRC) signalling from the following set of candidate values: {1, 2}
· FFS: Whether 4, 5, 8, 12, and/or 16 are also supported as other candidate value(s)


Conclusion
For the Type-II codebook refinement for high/medium velocities, regarding the parameter m (offset between two AP-CSI-RS resources for the CMR, there is no consensus in supporting additional candidate value(s).

We performed system level simulations to evaluate the performance for different combinations of the parameters [K, m, d]. We show our system level simulation results for 60 km/h UE velocity using 16 TX ports and 2 RX for varying  at 70% resource utilization (RU). Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 

Figure 12 shows the mean user throughput for different configurations of the parameter d using ideal channel prediction. Note that K and m are not necessary to specify for the ideal channel predictor as it has ideal channel knowledge regardless of CSI-RS Burst configuration. The CSI report periodicity = d (i.e., same periodicity as prediction window length which is a reasonable assumption for P/SP-CSI-RS). Note that only the red and yellow cases include combinations of d and that are agreed ( increases from right to left along the plots in the figure). All other combinations, with longer prediction windows (lower performance but also lower overhead) are FFS values for d and . In particular, [=16, d=1] has ~4% higher mean UTP than [=8, d=2] and ~12 % higher than [=4, d=4] for the same level of CSI OH. It is also clear that d=1 (red) yields higher throughout than d=2 (yellow) or d=4 (purple) for similar level of CSI OH in general.
[image: ]
[bookmark: _Ref127478399]Figure 12: Mean UTP for different configurations of the parameter d

Based on the above simulation results, we make the following proposal:
[bookmark: _Toc127541575]For the Type-II codebook refinement for high/medium velocities, support parameter d values of 1 and 2 (in slots) when the configured CMRs are P/SP CSI-RS.

Table 9 compares the performance of different combinations of [K, m], where m is the slot separation and K is the number of AP CSI-RSs in each CSI burst. Note that due to implementation details, we have that K implicitly also sets the prediction model order for our auto-regressive (AR) beams-space channel predictor, and thus a potentially better predictor could be found by simply introducing an additional tuning parameter. Here, we use =1, d=1 and Q=3, which yielded very high gains for the ideal channel predictor and the ideal predictor results are included in the table for reference. We note that our AR predictor performs very well for short prediction windows (=4), while the performance degrades more rapidly with larger prediction window sizes compared to the ideal predictor (which has perfect channel knowledge when constructing the Rel-18 PMI but uses measured interference level for estimating the CQI from the PMI and IPN). 
[bookmark: _Ref127478666]Table 9: Performance comparison at different [K, m] 
	Resource utilization: 70 %

	
	AR prediction,
Alt1, d=1, T_F=d, N_CQI=1, Q=3, =4,8,16
	Ideal Prediction

	         [K, m]

	[ 8, 1]
	[ 8, 2]
	[ 12, 1]
	[ 12, 2]
	N/A

	Mean user throughput gains versus Rel-16

	4
	34%
	32%
	41%
	45%
	55%

	8
	20%
	23%
	26%
	29%
	47%

	16
	7%
	9%
	13%
	13%
	40%

	Cell-edge user throughput gains versus Rel-16

	4
	106%
	95%
	136%
	146%
	209%

	8
	55%
	51%
	80%
	95%
	177%

	16
	18%
	16%
	28%
	27%
	147%

	CSI PMI overhead difference versus Rel-16
	

	4
	71%
	74%
	74%
	79%
	85%

	8
	-9%
	-7%
	-6%
	-5%
	1%

	16
	-52%
	-50%
	-50%
	-49%
	-45%



Based on the results above, we see that there are some potential gains for the parameter combinations  and .  Since  is already supported, what needs to be further agreed is the support of K=12.  Hence, we make the following proposal:
[bookmark: _Toc127541576]For the Type-II codebook refinement for high/medium velocities, support the value of 12 for the parameter K (the number of AP-CSI-RS resources for the CMR).




4	Type II Codebook Refinement for CJT 
In this section, we discuss our views on some remaining issues related to Type II codebook refinement for CJT. 

4.1 Mode 1 FD Basis Selection
For mode 1 codebook structure, the following agreements were reached in the last RAN1 meeting.  
Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, study and down select (no later than RAN1#112) only one from the following schemes: 
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources 
· Alt2.  independently selected across N CSI-RS resources (without any per-CSI-RS-resource FD basis selection offset)
· Alt3. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is independently selected across N CSI-RS resources 
For all the above alternatives, the legacy FD basis selection indication scheme is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FS basis vectors (Mv/pv or M) is gNB-configured via higher-layer signaling and common across the N CSI-RS resources
In Alt.1, the FD basis vectors for each TRP are shifted such that they are aligned to a reference TRP and thus, a common set of FD basis vectors could be reported together with a shifting factor for each TRP.  This could provide feedback overhead saving if the channel delay spreads for different TRPs are similar and the number of the common set of FD basis vectors can cover channel delay spread of all the TRPs after the FD basis shifting. 
For Alt.3, a shift is applied to TRP specific . If the shift granularity is the same as the FD basis vector, it is effectively the same as Alt..2 but with unnecessary additional feedback overhead for the per TRP shift.  Otherwise, if a finer granularity is used for the shift, it would be equivalent to oversampling in the FD basis domain and conceptually, some performance improvement may be achieved but at the cost of additional feedback overhead. 
In our view, Alt.3 would incur unnecessary feedback overhead and over sampling in FD domain seems to be a large deviation of type II CB design.  Between Alt.1 and Alt.2, it is more a tradeoff between performance and feedback overhead. Given Alt 1 may have lower specification impact, we have a preference for Alt 1. 
[bookmark: _Toc127541577]For CJT mode 1 CB, support Alt.1. 

4.2 SD Basis Selection and Reporting
On SD basis configuration and UE selection, the following agreement was reach in the last RAN1 meeting.
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: The supported combinations of values for {L1, ..., LNTRP}
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = 2*N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and 
· for Rel-17-based refinement, the gNB configures a set of N_L combinations for {alpha1, ..., alphaNTRP}   where  
FFS: Whether the set of NL combinations of values for {L1, ..., LNTRP} can be implicitly derived
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.

[bookmark: _Toc115445186]One of the remaining issues is determine the maximum value of NL. Given the current agreement, only a preconfigured combination of beams across TRPs can be selected by a UE.  According to the current agreement, the candidate values for  are 2, 4, and 6.  Thus, the maximum number of combinations for 2, 3, and 4 TRPs are 9, 27, and 81, respectively. In Rel-16, L=6 is only used for 32 CSI-RS ports. If the same restriction is also used for CJT, then for less than 32 ports, the maximum number of combinations for 2, 3 and 4 TRPs are 4, 8, and 16, respectively, as shown in Table 10 below.
[bookmark: _Ref127528312]Table 10: Maximum number of combinations for different number of TRPs and CSI-RS ports.
 [image: ]
To reduce UE complexity, the number of combinations for 32 CSI-RS ports could be restricted to 4/8/16.  Thus, the candidate values for NL  can be 1, 2,4,8,16, depending on the number of configured TRPs. 
[bookmark: _Toc127541578]The candidate values for the maximum number of beam combinations can be 1, 2, 4, 8, and 16, depending on the configured number of TRPs. 
One of the combinations would be selected and reported by the UE in Part 1 CSI with up to 4bits.
4.3 K0 and NNZC reporting
In the last RAN1 meeting, the following agreements were reached on K0 and the maximum total number of NZC across all TRPs.
Agreement (RAN1#110bis-e)
For the Rel-18 Type-II codebook refinement for CJT mTRP, also support a constraint on the total number of non-zero coefficients (NZCs) summed across all layers:
· Following the legacy specification, the maximum total number is 2K0

Agreement (RAN1#110bis-e)
For the Rel-18 Type-II codebook refinement for CJT mTRP, the constraint on the maximum number of non-zero coefficients (NZCs) per-layer (K0) is defined jointly across all N CSI-RS resources
· TBD: the constraint on the total number of NZCs across all layers
In Rel-16,   is defined as, .  For CJT, it has been agreed that  is defined jointly across all configured CSI-RS resources.  In one scenario,  may be defined as   and thus, the maximum total number of non-zero coefficients is  for rank=1 and   for rank>1. Since both  and  are unknown until they are selected and reported by the UE,  and thus, the maximum total number of non-zero coefficients is unknown until are reported by the UE. 
[bookmark: _Toc127541241]For CJT,  is unknown until both  and  are selected and reported by the UE.
The implication of the above is that the payload size or bit width for reporting the number of NZC coefficients in Part 1 is unknown, which is an issue. 
One possible solution is to determine the maximum possible value of   over all pre-configured   combinations, denoted as  and use  to determine the bit width for NNZC reporting in Part 1. 
[bookmark: _Toc127541579] Use the maximum  across  configured combinations to determine the maximum number of non-zero coefficients for NNZC reporting in Part 1 CSI.

4.4 Parameter Values and Combinations

On parameter values for Type-II codebook refinement for CJT mTRP, the following agreement was reached in the last RAN1 meeting.  

Agreement
For the Type-II codebook refinement for CJT mTRP, the values of the following codebook parameters are gNB-configured via higher-layer (RRC) signaling and common across all N CSI-RS resources:
· N1, N2
· Note: Since (O1, O2) are fixed for a given (N1, N2), (O1, O2) are also common across all N CSI-RS resources
· R, 
· Note: Since N3 is inferred from the number of CQI subbands and R, N3 is also common across all N CSI-RS resources
· Note: Since per-layer K0 is defined jointly across all N CSI-RS resources, so is .

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter , introduce as a candidate value  = 1/8 in addition to the supported value(s) from the legacy specification.
· FFS (by RAN1#111): whether additional value 1 can also be added

Conclusion: 
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter , there is no consensus in supporting the additional value of 1.

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter pv, in addition to the supported value(s) from the legacy specification for Rel-16 regular eType-II codebook, introduce as a candidate value
· pv = 1/8 for v=1,2 (hence 1/16 for v=3,4)
FFS (by RAN1#111): whether additional value pv = 1/2 for v=1,2,3,4 can also be added
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter pv, support the additional value of pv=1/2 for v=1,2,3,4 with the following condition:
· Only to be used in combination with other parameter value(s) to limit the increase in PMI overhead comparable to the maximum overhead of the legacy Rel-16/17 Type-II codebooks (exact parameter combination(s) FFS).
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: The supported combinations of values for {L1, ..., LNTRP}
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = 2*N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and 
· for Rel-17-based refinement, the gNB configures a set of N_L combinations for {alpha1, ..., alphaNTRP}   where  
FFS: Whether the set of NL combinations of values for {L1, ..., LNTRP} can be implicitly derived
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.
Unlike in Rel-16 where L is the same between configured and reported, in CJT the total number of selected beams across TRPs can change from one report to another and is unknown until it is reported. Therefore, it would be hard to configure parameter combination  {L,  and  } as in Rel-16.  We could use the maximum total number of configured beams for L, but the actual number of selected beams can be different and there is a high probability for a mismatch.
Given that we have already agreed to configure   combinations for beam selection across all configured TRPs/CSI-RS resources, one possibility is to configure the combinations for  and  separately from the configuration of the   hypotheses. The combinations for  and  could be similar to Rel-16 by considering the additional values agreed for  and  . The combinations in Rel-16 can be the starting point.  
[bookmark: _Toc127541580]The combinations for   and β can be configured separately from the configuration of the   hypotheses.
[bookmark: _Toc127541581]For combinations for   and β, the combinations in Rel-16 can be used as the starting point.

4.4.1 On Additional R Value
It was agreed in the last RAN1 meeting that the legacy R values will be supported for CJT, whether R=4 is additionally supported is for further study.  
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter R, the supported value(s) from the legacy specification are reused.
· FFS: whether additional value 4 can also be added

Table 11 below shows the maximum delay spread that can be handled by Rel-16 eType II codebook with subcarrier spacing of 30kHz.  It can be seen that even with PMI subband size of 2RBs (corresponding to CQI subband size =4 and R=2), the maximum delay spread that can be handled by Rel-16 eType II codebook is only 1.39us. 

Note that the CQI subband size depends on the bandwidth of a BWP as shown in Table 5.2.1.4-2 of 38.214, which is copied below. For a BWP of 100MHz with 30kHz SCS, there are 273RBs according to Table 5.3.2-1 of 38.101 and thus, the minimum CQI subband size is 16RBs.  Therefore, even with R=2, the PMI subband size would be 8RBs.  The corresponding maximum delay spread that can be handled by Rel-16 eType II CB is 0.35us according to Table 11, which means that the maximum delay difference among TRPs has to be less than 0.35us.  This would be a serious limitation for practical deployment of CJT.  To improve the amount of delay spread that can be handled in CJT with refined Rel-16 eType II CB, larger R values may be needed if delay differences among TRPs are not reported and pre-compensated. However, this may increase the overhead of the CSI report.


[bookmark: _Ref127390990]Table 11: Maximum delay spread that can be handled by Rel-16 eType II CB (30kHz SCS)
	PMI subband size in RBs
	PMI subband size (MHz)
	Max delay spread (us)

	2
	0.72
	1.39

	4
	1.44
	0.69

	8
	2.88
	0.35

	16
	5.76
	0.17

	32
	11.52
	0.09




Table 5.2.1.4-2: Configurable subband sizes (TS38.214)
	Bandwidth part (PRBs)
	Subband size (PRBs)

	24 – 72
	4, 8

	73 – 144
	8, 16

	145 – 275
	16, 32


[bookmark: _Hlk497144372][bookmark: _Hlk505013260]Table 5.3.2-1: Maximum transmission bandwidth configuration NRB (TS38.101)
	SCS (kHz)
	5
MHz
	10
MHz
	15
MHz
	20
MHz
	25
MHz
	30
MHz
	35
MHz
	40 
MHz
	45
MHz
	50
MHz
	60
MHz
	70
MHz
	80
MHz
	90
MHz
	100
MHz

	
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB

	15
	25
	52
	79
	106
	133
	160
	188
	216
	242
	270
	N/A
	N/A
	N/A
	N/A
	N/A

	30
	11
	24
	38
	51
	65
	78
	92
	106
	119
	133
	162
	189
	217
	245
	273

	60
	N/A
	11
	18
	24
	31
	38
	44
	51
	58
	65
	79
	93
	107
	121
	135




4.5 Bitmap Overhead Reduction 

On bitmap and NNZC reporting, the following agreement was reached in the last RAN1 meeting.

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination.

In Rel-16 Type II codebook, the total number of non-zero coefficients (NNZC), , across all layers is reported in Part 1 CSI, which is used by the gNB to derive the payload size of Part 2 CSI. The actual locations of NZCs for each transmission layer, is identified by a layer specific NZC bitmap. For CJT CSI, a NZC bitmap will also be reported per layer and per TRP.  
Note that reporting of NZC bitmap is a main contributor to the overhead, only second to reporting of the actual quantized NZCs (assuming most NZC are reported). When a bitmap associated to a layer and a TRP has all zero elements, large feedback overhead can be saved if the bitmap is not reported. As shown later in the section, the probability is high for a per layer per TRP NZC bitmap with all zero elements.  Therefore, a mechanism for indicating a bitmap with all zero elements without reporting the bitmap itself seem to be needed. 
One possible way is to report the number of non-zero (or all-zero) bitmaps in Part 1. Maximum 4bits would be needed for N=4 and v=4.  In Part 2, the reported bitmaps can be indicated, maximum 16bits may be used for N=4 and v=4.  
With a few bits increase in Part 1 payload, more overhead saving could be achieved in Part 2.  Table 12 shows the overhead savings for not reporting a subset of bitmaps in some typical scenarios.  The potential overhead saving is multiples of . Therefore, the net overall overhead saving can be large.
[bookmark: _Toc127541242]Large overhead saving could be achieved with not reporting bitmaps containing only zeros in CJT CSI.
[bookmark: _Ref115448216]Table 12: Potential savings with reporting the number of non-zero or all-zero bitmaps
	Parameters
	Overhead (OH)

	
	 OH increase in Part 1
	OH saving in Part 2 when m bitmaps with all zeros (  )

	(4, 4, 0.5, 4, 1)
	2
	32m-4

	(4, 4, 0.5, 4, 2)
	3
	32m-8

	(4, 7, 0.5, 4, 1)
	2
	56m-4

	(4, 7, 0.5, 4, 2)
	3
	56m-8



To see how often an all zero bitmap can happen, we studied the distribution of the sum power of  associated with each TRP in a UMa scenario with 3 co-located TRPs with . The results are shown in Figure 13, where the  sum power for each TRP is normalized by the  power associated with the strongest TRP. Essentially, the smaller the normalized value is, the more zeros the corresponding  contains, and the more zeros the corresponding bitmap contains. When the normalized value is sufficiently small, there is basically no performance degradation on dropping the corresponding  and its bitmap. 
In Figure 13,  is added as a reference but the maximum total number NZC is still imposed according to . As can be seen, a significant portion of s is extremely weak for TRPs other than the strongest TRP: at least 90% of  for the weakest TRP and 45% of  for the second weakest TRP contain almost all zeros. 

[image: ]
[bookmark: _Ref118577763]Figure 13 C.D.F of powers of  associated with the weaker TRPs.
In some cases, a TRP is not selected at all. In other cases, it may happen that a TRP is used only for transmitting a subset of layers. The empirical probability of this happening is shown in Table 13. For and , the probability is about 30% and 50%, respectively. With  this probability may become even higher. Take  as an example, what this probability means is that, for rank>1 transmission, about 50% of the time, at least 1 layer does not use all the configured TRPs according to the calculated , hence it will end up with reporting only zero bitmaps for those TRPs. 
To some extent, this observation is similar to regular/port-selection Type II CSI for single TRP, when certain beams/ports are only used for a subset of transmission layers. For Type II for multi-TRP, it’s just a group of beams/ports that used for a subset of layers.
[bookmark: _Ref118579700]Table 13 Empirical probability of a TRP only being used for a subset of layers.
	
	
	
	

	
	32%
	54%
	66%

	
	30%
	47%
	61%



[bookmark: _Toc127541582] For CJT, consider indicating the number of  all-zero  bitmaps  in Part 1.

4.6 On Handling Delay Differences between TRPs
As shown in Table 11,  the maximum delay spread that can be handled with Rel-16 eType II CB based CJT PMI is rather small. With different timing and propagation delays among TRPs, the equivalent delay spread across TRPs can easily exceed the maximum delay spread that can be handled by the CJT codebook.We want to point out that the delay spread handling capability of the type II codebook depends on only the PMI subband size and SCS, and cannot not be improved by introducing a per TRP shift of the FD basis vectors as proposed  Alt.1 and Alt.3 for mode 1,  The shift is only a way to align FD basis vectors for different TRPs in Alt.1  or fine tune the FD basis vectors via oversample.  Both assumes that the channel delay spread across all TRPs are still within the range that can be handled by the type II codebook. If the delay difference between TRPs cause an equivalent delay spread exceeding the maximum values shown in Table 11, then CJT based on the refined Rel-16 eType II CB will not work. 

For a given carrier frequency , the average time delay difference,  between two TRPs would result in a phase difference, i.e., between signals received from the two TRPs. If the delay difference is large, the phase difference can vary within a PMI subband and thus, cannot be corrected or compensated for by subband precoding/co-phasing. This was discussed in more details in [4].  Using a smaller PMI subband size would help, but it would result in larger feedback overhead.
Note that the phase difference, ,  due to the delay difference changes linearly with frequency, a phase slope is sufficient to characterize this delay difference.  Since CSI-RS has one channel estimation sample per RB for each CSI-RS port (if density =1), the phase slope can be measured as phase change per RB. i.e., , where  is the bandwidth per RB in Hertz.    can be quantized between 0 to  and reported to the gNB as part of CJT PMI report. The phase change is removed from the channel associated with TRP2 before computing the precoding matrix.  
The delay difference between two TRPs can be pre-compensated based on the reported . Let  be the reported precoding matrix at PMI subband   , where  is associated with TRP1 and  with TRP2, and  is the number of PMI subbands.   The gNB can apply the precoding matrix per subband together with a phase de-rotation per RB at TRP2. This is illustrated in Figure 14, where subband precoders reported by the UE are applied to a PDSCH transmitted from TRP1 and subband precoders    are applied to the same PDSCH transmitted  from TRP2 , where  is a RB index across the CSI measurement bandwidth .  The phase de-rotation is effectively a delay pre-compensation for the delay difference between the two TRPs.  
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[bookmark: _Ref110891799]Figure 14: An example of applying precoding matrix together with per RB phase rotation based reported phase difference  per RB between two TRPs.

[bookmark: _Toc127541243]The maximum channel delay spread that can be handled by Rel-16 type II CB depends only on PMI subband size 
[bookmark: _Toc127541244]Further reducing PMI subband size would mean increased feedback overhead
[bookmark: _Toc127541245]Alt.1 or Alt.3 for Mode 1 does not increase the maximum channel delay spread that can be handled by the Rel-16 eType II CB based CJT codebook. 
[bookmark: _Toc127541246]Reporting delay difference between TRPs in a form of phase difference per PRB would allow gNB to perform delay pre-compensation for CJT PDSCH transmissions 
[bookmark: _Toc127541583]Support reporting delay difference between TRPs in a form of   phase difference per PRB in CJT PMI report.
In the offline discussion, the following proposal was suggested by the FL.
Offline proposal 1.D.2: On the Type-II codebook refinement for CJT mTRP, for mode-1, study and down select (no later than RAN1#112) only one from the following schemes: 
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources from a gNB-configured set of FD basis candidates
· The legacy FD basis selection indication scheme (combinatorial-based for N3≤19, window-based for N3>19) is applied on the commonly selected FD basis set.
· Alt2.  independently selected across N CSI-RS resources from a gNB-configured set of FD basis candidates (without any per-CSI-RS-resource FD basis selection offset)
· The legacy FD basis selection indication scheme (combinatorial-based for N3≤19, window-based for N3>19) is applied on each of the N selected FD basis sets 
In our view, with delay difference among TRPs reported, FD basis of all TRPs would be aligned and there is no need for reporting FD basis offset. Therefore, delay difference reporting should be at least discussed together with FD basis offset reporting.  So, we suggest adding reporting delay differences among TRPs as another alternative.  
[bookmark: _Toc127541584] Consider adding the following alternative to FL’s offline proposal 1.D.2:  
[bookmark: _Toc127541585]Alt.3. Reporting per-CSI-RS-resource average delay difference (relative to a reference CSI-RS resource) among N CSI-RS resources, which is applicable to both Model 1 and mode 2. 

4.7 CJT CSI and Priority Rules 
Similar to Rel-16 eType II CB based CSI reporting, CJT CSI based on Rel-16 eType II CB would comprise Part 1 and Part 2.  Part 1 may include information for RI, CQI, bitmap for TRP selection, selected Ln hypothesis, NNZC, and potentially all-zero bitmap indication per layer per TRP. 
Part 2 would comprise the remaining CJT PMI parameters, including
· Selected beam indices via  and  (n=1,...,N) 
· Selected FD basis vector indices via  (for ) and  for mode 1 and  (for ) and  for mode 2  
· The strongest beam index  via  and  is indicated via  
· Amplitude of non-zero coefficients via  
· Phase of non-zero coefficients   via  
· NZC bitmap via  
· Phase shifts  for mode 1 if Alt.1 is supported 

[bookmark: _Hlk25262362]For CSI omission purpose, Part 2 would consist of three groups. The new reported parameter, , if reported, can be reported in Group 0 of the Part 2 CSI, as it is crucial for reconstructing the precoders associated with different TRPs. The remaining legacy parameters can be reported in the same group as in the legacy. Furthermore, each of the parameters in , and  need to be prioritized.  In Rel-16, each reported element of indices   and , indexed by  and , is associated with a priority value , with  with , , and .   For CJT, the priority would also be dependent on the CSI-RS resource index. 
One possibility is to define the priority of a parameter according to the associated layer index, beam index across TRPs, and FD basis vector index, i.e.,
,
where  with ,  , , and , and  is the index of the  selected FD basis vector associated to the nth selected CSI-RS resource. For Mode 2,  would be the same for all selected CSI-RS resources. An example of priority allocation based on  is shown in Figure 15, where .  The highest priority is assigned to the coefficients with  and , and  the lowest priority is assigned to the coefficients associated with  and .

[image: ]
[bookmark: _Ref109988311]Figure 15: An example of priority allocation based on  for two CSI-RS resources with rank 4 and  for both CSI-RS resources. 

Alternatively, the priority may be defined according to the order of layer index, beam index within a TRP, FD basis vector index, and TRP index, i.e.,
,
where ,  .  An example is shown in Figure 16, where .  
Note that for both priority allocations, parameters associated to TRP2 have lower priority than in TRP1. 

[image: ]
[bookmark: _Ref127293016]Figure 16: An example of alternative priority allocation for two CSI-RS resources with  , , and . 
For both mode 1 and mode 2 codebook structures, gNB and the UE needs to be in sync on how the TRPs are ordered in .One way is to arrange the TRPs according to the order of CSI-RS resources in the configured CSI-RS resource set.  Such ordering would imply that parameters associated to the first CSI-RS resource would be assigned with a higher priority than those associated to other CSI-RS resources and may not always be desirable because the first CSI-RS may not correspond to the best TRP to the UE.  Another way is to let the UE to determine the order according to, for example, the CSI-RS received power, and a higher priority is allocated to CSI-RS resource with the higher received power, similar to FD basis vector re-ordering in existing Rel-16 type II codebook.   In case of CSI omission, different priorities can be assigned to W2 coefficients associated to different TRPs according to their orders in  . With TRPs ordered according to the corresponding CSI-RS signal strengths, weaker TRPs can be assigned with a lower priority and are dropped first in case of CSI omission.
[bookmark: _Toc127541586]Support UE based TRP ordering in    according to received CSI-RS power or signal strength.  

4.8 CBSR for CJT
In Rel-16 CBSR for eType II CB, soft beam restriction is supported where a threshold can be configured for a beam such that its associated coefficients amplitudes average over all selected FD basis vectors does not exceed the threshold. The average amplitude is with respect to the strongest coefficient.  In CJT, the strongest coefficient and the restricted beams can be associated to different TRPs.  If Rel-16 based CBSR is used, the practical usefulness of such a soft beam restriction is unclear. An example is illustrated in Figure 17, where the strongest beams, beam d in TRP 1 and beam a in TRP 2, are to be restricted.  The practical use case of restricting amplitude of beam a in TRP2 with respect to the strongest coefficient in TRP1 is unclear.  Therefore, in our view only hard beam restriction may be supported for CJT.
[bookmark: _Toc127541587]For CJT CBSR, consider supporting only hard beam restriction.
[image: ]
[bookmark: _Ref127303528]Figure 17:  Illustration of CJT CBSR based soft beam restriction in Rel-16 CBSR. 


5	Conclusion
In the previous sections we made the following observations: 
Observation 1	For the use case of using TDCP reporting for Type I vs Type II CSI switching, Alt B outperforms Alt A.1 and Alt A.2.
Observation 2	For the use case of using TDCP reporting for Type I vs Type II CSI switching, Alt B performs close to ideal mode switching (i.e., always selecting the mode which gives the best throughput).
Observation 3	Alt B is robust against phase jumps between two TRS bursts separated by a delay value  since Alt B only makes use of the amplitude of the TD-correlation.
Observation 4	Alt A.2 is very sensitive to phase jumps between two TRS bursts and does not perform better than random mode switching (i.e., randomly choosing Type I or Type II without any TDCP report).
Observation 5	Alt A.2 single peak (M=1) is very sensitive to frequency errors at the UE and/or gNB, while Alt B is very robust as it measures and reports the amplitude of the TD-correlation.
Observation 6	For Alt A.2, the frequency range and granularity depends on the number of lags.  For 7 lags separated by 5ms with carrier frequency 3.5 GHz, the frequency granularity is 14.3 Hz and frequency range is +-100 Hz.  This corresponds to a speed granularity of 4.41 kmph and a velocity range of up to +/- 30.9 kmph.
Observation 7	For Alt B, with 3-bit quantization in logarithmic steps of 1 dB or 2 dB, the performance is still very close ideal mode switching.
Observation 8	Q=3 provides performance gains over Q=2 across different prediction windows
Observation 9	Bitmap alternative Alt1 with reporting of only non-empty DD bitmaps is close to Rel-16 Type-II implementation in complexity and is a simpler reporting format
Observation 10	For CJT,  is unknown until both  and  are selected and reported by the UE.
Observation 11	Large overhead saving could be achieved with not reporting bitmaps containing only zeros in CJT CSI.
Observation 12	The maximum channel delay spread that can be handled by Rel-16 type II CB depends only on PMI subband size
Observation 13	Further reducing PMI subband size would mean increased feedback overhead
Observation 14	Alt.1 or Alt.3 for Mode 1 does not increase the maximum channel delay spread that can be handled by the Rel-16 eType II CB based CJT codebook.
Observation 15	Reporting delay difference between TRPs in a form of phase difference per PRB would allow gNB to perform delay pre-compensation for CJT PDSCH transmissions


Based on the discussion in the previous sections we propose the following:
Proposal 1	For TDCP reporting in NR Rel-18, support Alt B.
Proposal 2	Support Q=3 for number of selected DD basis vectors.
Proposal 3	Support either Alt 1 or Alt 3A for the design of bitmap(s) for indicating the locations of the NZCs.
	If Alt 1 is adopted, agree to only report non-empty DD bit maps to reduce CSI overhead.
Proposal 4	For the Rel-18 Type-II codebook refinement for high/medium velocities, for the case of  X=1 CQI in one sub-band and one CSI reporting instance, support Alt 1.
Proposal 5	For the Rel-18 Type-II codebook refinement for high/medium velocities, support X=2 CQIs in one sub-band and one CSI reporting instance.
Proposal 6	For the Type-II codebook refinement for high/medium velocities, support parameter d values of 1 and 2 (in slots) when the configured CMRs are P/SP CSI-RS.
Proposal 7	For the Type-II codebook refinement for high/medium velocities, support the value of 12 for the parameter K (the number of AP-CSI-RS resources for the CMR).
Proposal 8	For CJT mode 1 CB, support Alt.1.
Proposal 9	The candidate values for the maximum number of beam combinations can be 1, 2, 4, 8, and 16, depending on the configured number of TRPs.
Proposal 10	Use the maximum  across  configured combinations to determine the maximum number of non-zero coefficients for NNZC reporting in Part 1 CSI.
Proposal 11	The combinations for   and β can be configured separately from the configuration of the   hypotheses.
Proposal 12	For combinations for   and β, the combinations in Rel-16 can be used as the starting point.
Proposal 13	For CJT, consider indicating the number of  all-zero  bitmaps  in Part 1.
Proposal 14	Support reporting delay difference between TRPs in a form of   phase difference per PRB in CJT PMI report.
Proposal 15	Consider adding the following alternative to FL’s offline proposal 1.D.2:
Alt.3. Reporting per-CSI-RS-resource average delay difference (relative to a reference CSI-RS resource) among N CSI-RS resources, which is applicable to both Model 1 and mode 2.
Proposal 16	Support UE based TRP ordering in    according to received CSI-RS power or signal strength.
Proposal 17	For CJT CBSR, consider supporting only hard beam restriction.
[bookmark: _In-sequence_SDU_delivery] 
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7. Appendix
7A. Simulation assumptions for use case of TDCP reporting 

	Parameter
	Value

	Nr of gNB antenna ports
	16

	Nr of UE antenna ports
	2

	Type II parameter combination
	6

	CSI periodicity
	20 slots

	Bandwidth
	100 MHz and 20MHz

	Channel model
	CDL-A, delay spread = 100 ns, ASA = 45 deg, ZSA = 10 deg

	Autocorrelation lags for Alt. A2
	7 lags with 10 slots separation

	Autocorrelation lags for Alt. B
	One lag with 5 slots separation

	Number of TRS bursts averaged over for Alt A1
	10 (results given also without averaging)

	
	





Table 14: SLS simulation assumptions for use case of TDCP reporting
	Parameter
	Value

	Scenario
	Urban macro 

	Frequency Range
	2 GHz 

	Inter-BS distance
	500 m 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1)


	BS Tx power 
	46 dBm

	BS antenna height 
	25 m 

	UE antenna height & gain
	According to TR36.873 

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Simulation bandwidth 
	10 MHz 

	Frame structure 
	All downlink

	MIMO scheme
	SU-MIMO or MU-MIMO with rank adaptation 

	CSI feedback 
	CSI feedback periodicity:  20 ms 
Scheduling delay: 4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% 

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC 




Table 15: LLS simulation assumptions for TDCP reporting
	Parameter
	Value

	Carrier frequency and subcarrier spacing 
	3.5 GHz with 30 kHz SCS

	System bandwidth
	20MHz

	TRS bandwidth
	20MHz

	Channel model
	TDL-A with uncorrelated antenna elements
CDL-A 

	Delay spread 
	100ns

	UE velocity
	3km/h, 10km/h, 20km/h, 30km/h, 60km/h, 120km/h

	Antennas at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	Antennas at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Link adaptation
	Not relevant for simulation of TRS based Doppler accuracy

	Evaluation metrics for measurement accuracies
	RMS error, Standard deviation, Bias



[bookmark: _Ref115425804]7B. System level evaluation assumptions for Type II codebook refinement for high/medium UE velocities
[bookmark: _Ref111118408]Table 16 EVM assumptions for Rel-16 eType II codebook refinement for high/medium UE velocities
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (macro only)
Mobility model: Random UE direction. UE speed: 30, 60 kmp/h

	Frequency Range
	FR1, 2GHz

	Inter-BS (site) distance
	200m 

	Channel generation model
	TR 38.901. No spatial consistency. No vehicles penetration loss modeled.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for rank > 2
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for rank (1, 2)

	BS Tx power 
	41 dBm (for 10MHz)

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC, Max code-block size=8448bit 

	Numerology Slot/non-slot 
	14 OFDM symbol slot

	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz DL

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	12

	CSI feedback 
	Periodic CSI feedback: 5 ms, 4 ms delay 
(Rel-16 baseline with parameterCombination = 6)
CSI-RS burst: B measurement instances with separation of d slots, measurement window (# slots): Ws=(B-1)*d+1

	PMI prediction
	PMI computed from buffered measurements and UE sided beam-space channel prediction (with common W1) using AR method or using
ideal channel prediction based on measured channels from future slots.
Note: Predicted PMI accounts for the scheduling delay of 4 ms

	Predicted CSI report/feedback
	P/SP predicted CSI feedback with period  ms
Number of PMIs included in report:  
TD/DD bases PMI Time-unit: slots
Number of TD/DD bases: 
Number of DFT rotation factors for TD/DD bases: 
Number of CQIs included in report: 
Number of RSs in CSI-RS Burst: 
Separation between RSs in CSI-RS Burst: 
Notes: For , we interpolate the AR predicted channel to a slot grid spacing of  for the PMI report.  and  are not necessary to specify for the ideal channel predictor as it has ideal channel knowledge regardless of CSI-RS Burst configuration. 

	Overhead 
	CSI Overhead bits is logged per report, see 7E for calculation and Table with max overhead per report for different ranks 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	50/70 % for SU/MU-MIMO with rank adaptation

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic



7C. Calculation of overhead
In Table 17, we summarize the overhead of the codebook alternatives Alt2A, Alt2B and Alt 3 in number of bits for rank .
Parameter combination 6 of Rel-16 Type II codebook is used as a reference for the selection of number of spatial beams L, the number of FD basis, the number of non-zero coefficients. Below is a summary of the parameters common for all the alternatives.
= 13
The number of bits for indicating the  selected beams = .
Number of selected FD basis, 
The number of bits, per layer, for indicating the selected FD basis of = 
Maximum number of non-zero coefficients (NZC), 
Number of bits for reporting the number of NZC in the report = 6
The number of bits, per layer, for indicating the strongest coefficient index (SCI)  
Total number of bits for indicating the quantized amplitude and phase of NZCs 
For the Rel-16 Type II report, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 2A, let  denote the number of TD/DD basis among  basis commonly selected for all SD FD basis. For the Rel-18 Type II report Alt 2B, let  denote the number of TD/DD basis among  basis independently selected for each SD FD basis pair.
For the Rel-18 Type II report Alt 2A, the number of bits, per layer, for indicating the TD/DD basis commonly selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2B, the total number of bits, per layer, for indicating the TD/DD basis selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2A and Alt 2B, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 3, let   denote the number of s reported without the use of TD/DD basis compression. 
For the Rel-18 Type II report Alt 3, when a common bit map is used for all the  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, when a different bit map is used for each  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, the number of non-zero coefficients scales by , and the total number of bits for indicating the quantized amplitude and phase of NZCs .10
[bookmark: _Ref115447796]Table 17: Overhead of different codebook alternatives in number of bits
[image: ]





7D. Additional simulation results for TDCP
In the subsections below we give additional TDCP simulation results for 100MHz bandwidth, for different noise levels and for different thresholds.
7D.1 Performance comparison at different SNRs
[image: ][image: ]
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7D.2 Threshold sweep for Alt A.1 with averaging over 10 TRS bursts
[image: ][image: ]
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7D.3 Threshold sweep for Alt A.2 dual peak
Note that alt A2 has an inherent quantization in multiples of 14.28Hz (14.28,   28.56,   42.84,   57.12,   71.40,   85.68,… ). Thus, there is a change only when the thresholds pass one of the quantization levels. The threshold levels have been selected accordingly between the quantization levels.
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7D.4 Threshold sweep for Alt A.2 single peak
Note that alt A2 has an inherent quantization in multiples of 14.28Hz (14.28,   28.56,   42.84,   57.12,   71.40,   85.68,… ). Thus, there is a change only when the thresholds pass one of the quantization levels. The threshold levels have been selected accordingly between the quantization levels.
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7D.5 Threshold sweep for Alt B
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