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1.Introduction
In RAN 94-e meeting, new study item on AI/ML for NR Air Interface was approved, the initial set of use cases were identified [1]:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

A DL-based time-correlation aided implicit CSI feedback network named ImplicitNet-LSTM was proposed in [2] to evaluate AI/ML for CSI feedback enhancement in spatial-frequency-time domain. 
In this paper, we further provide the evaluation result for ImplicitNet-LSTM.  
[bookmark: _Ref40865202]2.Simulation Results
Based on the discussion in [2], we conduct a numerical simulation to evaluate the performance of the proposed DL-based implicit feedback architecture.
The dataset used is generated by QuaDRiGa. Initial position of UE is randomly generated in a circle with a radius of 100m from BS, and motion track of UE is straight line motion in random direction from the initial position. Speed of UE is set to 10m/s, 20m/s, 35m/s.
Table 1: Simulation assumption of dataset 
	Parameter
	Value

	Carrier frequency
	2.1GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	Antennas
	32T4R

	Rank 
	1

	Subband
	12



First matrix’s feedback bits is 8，the others are 4，hence the total feedback overhead is (8+3*4)/4*12=60
Datasets with speed of 10m/s, 20m/s and 35m/s are used for testing separately, and the results are recorded as 𝜌10，𝜌20，𝜌35.
Table 2: Recover performance of ImplicitNet-LSTM on UMi-NLOS Dataset
	Schemes
	Feedback Bits
	10
	20
	35

	ImplicitNet-LSTM
	60
	0.918
	0.888
	0.887

	ImplicitNet
	48
	0.850
	0.831
	0.830

	
	96
	0.879
	0.861
	0.860

	
	144
	0.903
	0.888
	0.886

	
	192
	0.917
	0.906
	0.904


Table 3: Recover performance of ImplicitNet-LSTM on UMa-NLOS Dataset
	Schemes
	Feedback Bits
	10
	20
	35

	ImplicitNet-LSTM
	60
	0.916
	0.886
	0.886

	ImplicitNet
	48
	0.852
	0.834
	0.836

	
	96
	0.877
	0.865
	0.863

	
	144
	0.916
	0.889
	0.887

	
	192
	0.918
	0.907
	0.903


Table 4: Recover performance of ImplicitNet-LSTM on UMi-LOS Dataset
	Schemes
	Feedback Bits
	10
	20
	35

	ImplicitNet-LSTM
	60
	0.981
	0.960
	0.958

	ImplicitNet
	48
	0.942
	0.923
	0.921

	
	96
	0.956
	0.938
	0.933

	
	144
	0.969
	0.946
	0.946

	
	192
	0.979
	0.951
	0.950


Observation 1: In implicit feedback, time correlation can be used to improve network performance.
Observation 2: ImplicitNet-LSTM still outperform ImplicitNet when the feedback overhead is approximately reduced by 58%.
Observation 3: ImplicitNet-LSTM outperforms well on all three datasets.
Proposal #1: Framework performance on should be evaluated on datasets with different scenario and configuration.


Moreover, the effect of training sample number are evaluated. The dataset with the speed of 20m/s and channel model UMi-NLOS is adopted as an example.
Table 5: Effect of training sample number
	Sample Numbers(k)
Framework
	300
	600
	900
	1200
	1500
	1800
	2100

	ImplicitNet-LSTM 
(60 feedback bits)
	0.839
	0.857
	0.867
	0.879
	0.888
	0.888
	0.889

	ImplicitNet 
(144 feedback bits)
	0.870
	0.878
	0.886
	0.888
	0.889
	0.888
	0.888


Observation 4: More training samples are required to achieve the best performance for ImplicitNet-LSTM.
Proposal #2: The scale of training datasets should be regarded as an important indicator to evaluate the framework performance.

4.Conclusion
In this contribution, the performance of ImplicitNet-LSTM is evaluated. 
· Proposal 1: Framework performance on should be evaluated on datasets with different scenario and configuration.
· Proposal 2: The scale of training datasets should be regarded as an important indicator to evaluate the framework performance.
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