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1 Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1] with the following goals briefly summarized as below.
· For the initial set of use cases CSI feedback enhancements, beam management, positioning accuracy improvements for different scenarios were considered
· For each of the above use cases, a representative set of sub use cases for characterization and baseline performance evaluation to be finalized by RAN#98.
· AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations including
· Characterize the defining stages of AI/ML related algorithms and associated complexity
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases
· Characterize life cycle management of the AI/ML model
· Dataset(s) for training, validation, testing and inference
· [bookmark: _Int_e96Womnq]Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· For the use cases under consideration:
· Evaluate performance benefits of AI/ML models for the agreed use cases
· Evaluation methodology for link and system level simulations
· KPIs and corresponding requirements
· Assess potential specification impact, specifically for the targeted use cases for a common framework
· PHY layer aspects
· Protocol aspects
· Interoperability and testing aspects

In this document, we further elaborate on various aspects and specification impacts related to AI/ML positioning model development, training, data collection, LCM (Life Cycle Management), inference, and monitoring. We provide updated evaluations in our companion paper [2]. Our previous discussions on other aspects related to AI/ML positioning can also be found in [3] [4] [5] [6]. 
2 Scope of study and representative sub use cases for AI/ML positioning
In previous RAN1 meeting (RAN1-111), companies agreed to choose direct AI/ML and assisted AI/ML positioning approaches as representative sub use cases for AI/ML positioning. We consider the following flavours for AI/ML positioning according to the selected sub use cases.
For Direct AI/ML positioning, we consider RF (Radio Frequency) Fingerprinting (RFFP) in which the UE learns a direct relationship from the channel observations to the UE position. RFFP can have multiple flavours as illustrated in Appendix 1, including UE-based, UE-assisted, and NG-RAN node assisted methods. 
For AI/ML assisted positioning, we consider ML-based soft information reporting in which the UE derives the distribution of the LOS (Line of Sight) delay and angle from the channel observations of a given TRP, transforms it into a likelihood function and computes the UE position by combining the likelihoods across all the TRPs. See Appendix 2 for further details. 
In RAN1-109e meeting, companies agreed to consider various aspects related to AI/ML positioning, including model training and data collection, model indication/configuration, model monitoring and update, model inference input/output, and UE capability. Agreement (RAN1-109e)
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1

 
In coming sections, we discuss these aspects in more details and provide related proposals.

3 Discussion on general AI/ML positioning framework
3.1 AI/ML positioning deployment cases
In the previous meeting (RAN1-110be), companies agreed on five cases for mapping AI/ML positioning to network entities and positioning type. Agreement (RAN1-110be)
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

With the understanding that these use cases have been defined from the perspective of how inference is performed at deployment, we illustrate our understanding of the above listed cases in Figure 1. 
[image: ]
Figure 1: Cases of AI/ML positioning (D-AIML: Direct AI/ML positioning, A-AIML: AI/ML assisted positioning).
From the figure, we note that in Case 1 and Case 2a, the AI/ML model inference runs at the UE side, while for the other cases, i.e., Case 2b, Case 3a, and Case 3b, the AI/ML positioning model runs at the network side. Within the network, in Case 2b and Case 3b, the model runs at the LMF (Location Management Function) while in Case 3a, the model may run at the gNB where the UL (uplink) measurements are collected and processed. 
We first note that each of these cases is not exclusive, and one or more types can be run to achieve a certain positioning function. For example, the 3gpp network may choose to run a combination of Case 2a and Case 3a for multi-RTT settings. Similarly, the network may run a combination of Case 3a and Case 3b to reduce overhead of signalling from the gNB/TRP to the LMF. 
Observation 1: A combination of the defined use cases may be used to achieve improved positioning in a defined setting. 

We find that these cases are sufficient to study specifications needed to enable of AI/ML positioning on both UE and network sides. Other new cases can also be discussed unless they can be realized by implementation, or they would not have additional specification impacts beyond the agreed ones. 

3.2 AI/ML positioning model development
Our companion paper [7] lays out the various considerations in the model training process in a detailed fashion, and we briefly summarize in this section some aspects relevant to the positioning use case. Training data may be initially generated at the UE or the network and may be subsequently sent to one or more data collection entities. Once large-scale field data is collected at the data collection entity, the data should be made available to the vendors responsible for model development. The decisions on the model structure, device specific optimizations and the number of models to develop (generalizable vs. specific models) and the rate at which models should be updated depend on the field data, the network deployment parameters (e.g., Direct vs. AI/ML assisted, synchronized vs. non-synchronized, etc.), availability of ground truth and the expected changes in the environment. Model development also requires careful implementation consideration for power consumption, hardware area, latency, and concurrency with other PHY/MAC functionalities and require extensive testing. Therefore, the model development is best to be done by the vendor who will implement the device where the AI/ML model inference runs. 
 
Observation 2: Model development is best to be done by the vendor who implements the device where the AI/ML model inference runs. 

For Case1 and Case2a, where the inference is at UE side and based on PRS (position reference signal), it is best if the model training is performed at the UE side and similarly for Case2b, Case3a and Case3b where the inference is based on a UE’s report or UE transmission, the data collection and training can naturally happen at the network. 
Proposal 1: For AI/ML positioning model training, study model training at the side at which the inference for that model is expected to be performed:
· Case1: Model training and inference at UE side
· Case2a: Model training and inference at UE side
· Case2b: Model training and inference at network side
· Case3a: Model training and inference at network side
· Case3b: Model training and inference at network side

For UE side, training can happen at UE vendor/chip OTT (Over-The-Top) server or a third-party server, and similarly, for network side, the model training can happen at a network entity or network vendor OTT server.
Conclusion 1: Modes of operation in which model training and inference happen at different sides are deprioritized for the current AI/ML positioning study. 
3.3 AI/ML positioning functionality identification and LCM
In the general AI/ML framework, a working assumption considered functionality and model identification for sake of easing discussion on model management and LCM. 
 Working Assumption RAN1-111-9.2.1
Terminology
Description
Model identification
A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

Terminology
Description
Functionality identification
A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality
Note: whether and how to indicate Functionality will be discussed separately. 



In our companying paper, we provide more discussion on functionality and model identification as well as the pros and cons of functionality-based LCM and model-ID-based LCM [7]. In this section, we discuss the applicability of functionality and model identification to AI/ML positioning. In functionality identification, the UE and LMF need only to identify a given AI/ML positioning functionality (e.g., Case1, Case2a, or Case2b) can be supported. It is also possible to have multiple functionalities under the umbrella of each case. For example, in Case2a, multiple functionalities can be considered depending on the type of model output (e.g., RSTD, RSRP/RSRPP, LOS state, and soft information of RSTD/RSRP/RSRPP/LOS state, etc.). Multiple functionalities can also be considered based on the supported configurations (e.g., PRS configuration including number of resources and their bandwidth, etc.). For model identification, the UE or LMF can exchange model IDs that support a given functionality. Different models can map to different operating conditions (e.g., timing errors at network side). Both functionality and model identification can also be annotated with meta data that describe the validity and required conditions needed to run the functionality or the model.

  For AI/ML positioning, we think the need of identifying a functionality or model ID between network and UE depends on model development and model LCM operations. As a starting point, we find the first key step is to identify the AI/ML positioning functionalities between UE and LMF as well as between gNB/TRP and LMF, and vice versa. Identifying model ID between parties can be taken as a subsequent stage if needed. For AI/ML positioning (Case1 to Case3b), we consider one-sided model and model development to be tied with the party developing the inference entity. The side developing the model can have better decision to apply any model selection and switching in a transparent fashion to the other side. Therefore, we do not see a strong need to discuss model identification at this stage. 

To enable AI/ML positioning functionality, the UE side can indicate a capability of the supported functionalities for UE-sided AI/ML positioning (e.g., Case1 and Case2a) and, in a similar fashion, the gNB/TRP side can indicate to LMF its capability of the applicable AI/ML positioning functionalities (Case3a). For LMF sided models (Case2b and Case3b), the LMF can apply different model-based LCM operations in a transparent fashion to UE or gNB/TRP. The LMF can still configure UE and gNB/TRP with intended functionalities to ensure proper reporting from UE and gNB/TRP. We propose companies to discuss the need to consider any granularity for functionalities and their mapping to the different cases. 

Proposal 2: For Case1, Case2a, and Case2b, consider functionality-based identification and LCM for collaboration between UE and LMF and study functionality granularity for each case. 
Proposal 3: For Case3a and Case3b, consider functionality-based identification and LCM for collaboration between gNB/TRP and LMF and study functionality granularity for each case. 

The general AI/ML framework also discussed options for deciding on LCM aspects by UE and network.Agreement RAN1-110be-9.2.1
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


We find that mapping of decision to different LCM aspects for AI/ML positioning functionalities depends on the deployment case (i.e., Case1 to Case3b). From a model development and operational perspective, it is much easier to consider decision on functionality LCM at the same side that develops the model. Model developer for a given positioning functionality has better exposure on model capability and validity as well as required operational conditions. The side that develops the model can better decide on model selection and switching for a given functionality. It is still possible to let the other side initiate the process (e.g., based on monitoring outcome) but the actual LCM decisions need to be decided and handled at the side that develops the model. For example, when UE-side models (i.e., Case1 and Case2a) are developed by UE side, it is straightforward to let UE side manage and decide on LCM aspects (switching, selection, and update), and when network-side models are developed by network side (i.e., Case2b, Case3a, and Case3b), the network can better decide on LCM decisions. 





Observation 3: The selection and switching of model for AI/ML positioning functionality can be realized by the following mechanisms:
· Decision by the UE side for Case1 and Case2a
· Decision by the network side for Case2b, Case3a, and Case3b
NOTE: Model selection and switching for AI/ML positioning functionality is done autonomously and is expected to be transparent to the other side.

For UE-sided functionalities (Case1 and Case2a), when it comes to activate, deactivate, or fallback a given functionality, we consider the decision to be taken by LMF. It is possible that this to be initiated by either UE-side or network-side. For example, if UE side believes that the model it supports for a given functionality is outdated, then it can request the LMF to deactivate the functionality and offer a fallback option. If UE also finds it can provide excellent performance using one of the supported functionalities (e.g., Case2a with RSTD reporting), it can request the LMF to get this functionality enabled. The same argument applies to gNB/TRP-sided functionalities (Case3a). The LMF can decide on activation, deactivation, or fallback for gNB/TRP-sided positioning functionalities but it is also possible for gNB/TRP to initiate the process. For LMF sided functionalities (Case2b and Case3b), we find the decision on activation, deactivation, and fallback is also LMF-centric. Though we still find it possible to let UE side and gNB/TRP side initiate the process of activation, deactivation, and falling back. This can be helpful when UE or gNB/TRP can monitor changes in the environment based on the measurements. For example, if the UE monitors measurements and believes the environment has significantly changed, then it can request the LMF to deactivate a running LMF-sided positioning functionality. In the above discussion, the decision on functionality activation, deactivation, and falling back is still taken by the LMF.
Proposal 4: The activation, deactivation, and fallback decision for AI/ML positioning functionality can be realized by the following mechanisms:
· For Case1 and Case2a:
· Decision by the LMF side
· LMF-initiated
· UE-initiated, requested to the LMF
· For Case3a:
· Decision by the LMF side
· LMF-initiated
· gNB/TRP-initiated, requested to the LMF
· For Case2b and Case3b
· Decision by the LMF side 
· LMF-initiated (Case2b and Case3b)
· UE-initiated (Case2b), requested to the LMF
· gNB/TRP-initiated (Case3b), requested to the LMF


3.4 AI/ML positioning collaboration levels
As we indicated before, for the UE-sided models (Case1 and Case2a), the model development happens at the UE side, and with functionality-based LCM, the UE-side can handle model selection/switching and any updates in a transparent fashion to the network. Therefore, there is no strong need to make model deployment and delivery be part of collaboration between the UE and network (e.g., LMF). The same concept applies for gNB/TRP sided models. The model delivery, deployment, selection, switching, and update can happen in a transparent manner to the LMF. For LMF-sided models, it is not expected that UE or gNB/TRP to deliver or update models at LMF side. Therefore, there is no need to consider any collaboration between these parties beyond Level y.
Proposal 5: For AI/ML positioning (Case1, Case2a, and Case2b), consider Level-x and Level-y collaboration between UE and LMF. 
Proposal 6: For AI/ML positioning (Case3a and Case3b), consider Level-x and Level-y collaboration between gNB/TRP and LMF. 

4 Discussion on AI/ML model training & data collection 
4.1 Generating ground truth labels for different cases
Companies decided entities to be further studied for collecting training data, including ground truth labelling and measurement for direct AI/ML and AI/ML assisted positioning. Agreement: RAN1-111-9.2.4.2
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305



[bookmark: _Int_x4m6fvkg]The previous agreement considered multiple options for entities to collect ground truth labels for direct and AI/ML assisted positioning approaches. These options need to be mapped to different deployment cases (i.e., Case1 to Case3b). For UE sided positioning cases (i.e., Case1 and Case2a), we find it more flexible to have both measurements and labels available at the source entities (i.e., UE and PRU). Our understanding still considers that labelling can require some LMF assistance to compute/obtain ground truth label, and, thus, LMF may need to send labels to UE side. The same argument applies to gNB/TRP positioning case (i.e., Case3a). The LMF, when providing labelling assistance, need to send labels to gNB/TRP side. For Case2b and Case3b, on the other hand, the model runs at LMF side, and hence at least measurements can be collected from UE/PRU and TRPs, respectively. It is also possible for LMF side to obtain training measurements from source entities using existing LPPa and NRPPa measurement reporting procedures. The LMF has more flexibility on computing labels and moving measurements from source entities, UE/PRU and TRP for Case2b and Case3b, respectively. 
    Proposal 7: The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· Case1
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods and sends it back to UE
· Note: user data privacy needs to be preserved
· Case2b and Case3b
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameters(s) corresponding to AI/ML model output
· Case1/Case2a
· PRU generates label directly or calculates based on measurement/location with network assistance
· UE generates label directly or calculates based on measurement/location with network assistance
· Case3a
· Network entity generates label directly or calculates based on measurement/location


4.2 Assistance for data collection
Companies also agreed on providing inputs regarding the benefits, feasibility, and necessity for requesting/reporting of training data and providing assistance for labelling and data configuration.Agreement: RAN1-111-9.2.4.2
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data




We find it is important to study the request and report of training data from source entities. However, the reporting of training data from the data source entities (e.g., UE, PRU, TRP, and LMF) to training entities or any data repository is out of the scope of RAN1 and can be left to other groups (e.g., RAN2/3 and SA groups). 

Observation 4: Procedures for moving training data (i.e., measurements, ground truth labels, assistance information) from source entities to training entities is out the scope of RAN1 and can be studied by RAN2/3 and SA.

4.2.1 Requesting resource configurations and labelling assistance
Requesting resource configurations: The configuration of positioning resources is usually handled by the LMF. Therefore, the UE side needs to be allowed to request configuring positioning resources for allowing collection of training data as applicable. For example, the UE side can request configuring resources to enable collecting training data for UE-sided models (i.e., Case1 and Case2a). The gNB/TRP, on the other hand, has more flexibility for scheduling positioning resources. The current LMF specifications allow the LMF to configure resources and obtain ground truth labels. The current LPPa and NRPPa procedures also allow reporting of measurements and (position estimations – if enabled) from UE and gNB/TRP to the LMF. It is up to LMF implementation to configure resources and enable collection of training data and receive measurement reports from UEs, PRUs, and gNB/TRP. Existing reporting procedures can be reused by LMF to collect training data with no significant specification impact. 

Proposal 8: For Case1 and Case2a, UE/PRU can request, from LMF, configuring PRS resources for training data collection. 
· FFS: Resource configurations.

Observation 5: For Case3a, gNB/TRP can schedule UE to send positioning resources

Observation 6: For Case2b and Case3b, LMF can use existing LPPa and NRPPa configuration and reporting procedures for configuring resources for data collection.

Requesting labelling assistance: Computing high quality ground truth labels using NR positioning methods requires information about anchor locations, beam angle information, timing errors, etc. In addition, computing high quality ground truth labels for AI/ML assisted positioning also requires knowledge of target location. Such information can be readily available at LMF side using existing LPPa and NRPPa procedures.

Observation 7: For Case2b and Case3b, LMF can leverage information obtained using existing LPPa and NRPPa procedures to compute ground truth labels.

While such information for computing ground truth label can be available at LMF side, it may not be always available at UE, PRU, and TRP sides. Therefore, there is a need for LMF to provide some labelling assistance to UE, PRU, and TRP sides. We envision two approaches for letting LMF provide labelling assistance to source entities:

Proposal 9: Consider the following approaches for studying the labelling assistance from LMF to source entities of data collection:
· Approach1: the LMF computes ground truth label (for direct AI/ML and AI/ML assisted positioning method) based on NR positioning method and sends the ground truth label back to the source entity.
· Note: When the source entity is UE, the UE may also send an initial location estimate (e.g., using non-NR positioning method), for LMF, then LMF computes/enhances the ground truth label based on this initial location estimate and sends the label back to the UE.
· Approach2: the LMF provides the source entity with information needed to compute the ground truth label.


We now discuss the applicability of these approaches to Case1, Case2a, and Case3a.

[bookmark: _Int_tqMs2Wpn]For Case1 and Case2a, in Approach 1, the LMF can compute ground truth labels using NR positioning method and send it back to UE. The UE can also provide the LMF with an initial estimate of its location (e.g., using a non-NR positioning method), then the LMF utilizes this initial estimate to obtain a refined ground truth label for Case1. For Case2a, since the LMF can have access to TRP locations, beam angle information, and timing errors, the LMF can leverage the reported initial UE location and compute ground truth label for AI/ML assisted positioning, and then send it back to the UE. In Approach2, the LMF may provide the UE with information needed to compute the ground truth label at UE side in a way like UE-based positioning methods.
 
For Case3a, the ground truth label corresponds to AI/ML assisted positioning. Computing the ground truth label requires knowledge about both TRP locations and target location. Due to privacy and security concerns, it can be difficult to share target location with the gNB/TRP. Instead, the LMF can compute the label for AI/ML assisted positioning and send it back to gNB/TRP. For example, the LMF may compute target location using NR positioning method (or rely on known PRU location), and then leverage the computed target location (or PRU location) to find the ground truth label. For computing the target location, the LMF may follow Approach1 in which it relies on measurements reported by UE, PRU (e.g., PRS measurements) or other gNBs/TRPs (e.g., SRS measurements). Due to privacy and security concerns, the target location cannot also be shared with TRPs, and therefore, we find Approach2 not feasible for Case3a.

Proposal 10: For Case1 and Case2a, consider Approach1 and Approach2 for making ground truth labels available at UE side.

Proposal 11: For Case3a, consider Approach1 for making ground truth labels available at gNB/TRP side.
 
Proposal 12: Study procedures for allowing source entities, UE, PRU, and TRP, request labelling assistance from LMF according to the previous approaches.

4.2.2 Assistance information for data collection
Assistance information can be beneficial for model training and development, inference, and model LCM. The training entity can leverage assistance information to group collected data and have proper training by considering multiple models or consider a mixed dataset training. The model developer can use some of the assistance information as input to the model. The model developer can also exploit the assistance information to annotate the model with meta information, where this meta information can be leveraged to select the right model or decide switching between models during LCM operation.
Timestamping of measurements and labels: For reliable training, it is crucial that the collected positioning measurements are tightly coupled and timely correlated with locations and labels reported from LMF (e.g., at the slot level or millisecond level). When LMF provides labelling assistance, the timing information reported as part of positioning labelling assistance response need to be aligned with the timing of measurements used for computing the label. For example, depending on UE speed, a misalignment of a few hundreds of milliseconds between the anticipated and actual PRS resources (or SRS (Sounding Reference Signal) resources) used for location estimate can translate to 10s centimetres of additional error in the reported label. Timing information (UTC timing) or indication of resources (e.g., SFN, slot, OFDM) are examples of timestamping that can be utilized. The intention is to help source entity or training entity better correlate measurements and labels. The timing information can also be helpful to enhance the training achieve higher accuracy by learning positioning within a motion context. Our understanding is that timestamping is already provided when measurements are reported from UE to LMF or from gNB/TRP to LMF. However, such timestamping is not currently supported in LPPa specifications as there is no positioning label reporting from LMF to UE (similar argument for NRPPa specification to let LMF report labels back to gNB/TRP). Accurate timestamping needs to be provided when LMF provides labelling assistance back to UE and gNB/TRP in LPPa and NRPPa, respectively.

Indication of how PRS resources map to physical anchor location/angles: The mapping between positioning resources and TRPs along with beam configurations is another important assistance information for training. The positioning ML model can learn weights that are TRP and beam specific. During inference, the UE needs to know how resources map to TRPs and beams, when compared to the time of training. This helps the UE better map measurements to ML model inputs. It is possible that network configurations change over time in which the mapping of positioning resources to TRPs and beams get changed. Therefore, it is quite important to indicate this mapping as part of assistance information reported within assistance data or positioning response. We understand that physical cell ID, TRP location information, QCL relation of PRS with other SSBs may be provided as part of existing specifications. However, our understanding is that the provision of such information is optional and may not be available to UE side. Instead, the LMF can provide a unique indexing of TRPs and beams to UE side along with PRS configurations. 

Indications of timing errors: While UE and network devices (i.e., gNB/TRP) are expected to be well-calibrated, it is common in practice to have some residual calibration errors, and these residual errors can negatively affect the precise positioning performance. Thus, it is beneficial to include expected timing errors at network and UE side as part of the assistance information. This helps the model developer to properly train the model while accounting for the expected timing errors in existing deployments. Examples of timing errors include TRP TX/RX timing error, UE TX/RX timing errors, inter-TRP synchronization errors, and UE clock drift. Our understanding is that some of the above timing errors are already supported as optional features in specifications. However, in AI/ML positioning, indicating such information to UE side can help achieve a better training strategy at the UE side and can also help the UE side select the right model that fits the expected timing error ranges. 

Indication of LOS/NLOS maps for each TRP: The network may provide the UE with LOS/NLOS maps for each TRP, which it has aggregated using information from multiple UEs over time. This enables the UE to selectively process TRPs, reduce outliers and improve positioning accuracy.

Observation 8: The following are identified as assistance information to be associated with data collected at UE/PRU side:
· Timestamping of measurements and labels: UE side needs to tie labels with their corresponding measurements (e.g., when labelling is provided from LMF). Examples of timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM) of resources used to compute the label.
· Indication of how PRS resources map to physical anchor location/angles: UE side need to know how different PRS resource sets/resources are mapped to physical anchor location and beam angles. Indicating mapping of PRS resource sets/resources to a unique indexing of physical anchor location and angles can help provide such a mapping.
· Indications of timing errors at network side: UE side can benefit from knowing expected ranges/distributions/indexing of timing errors at network side (e.g., TRP TX timing errors, inter-TRP synchronization errors) for better training and model development.
· Indication of LOS/NLOS maps for each TRP: UE side can benefit from knowing the map of potential LOS/NLOS states for each combination of TRP and PRS resource (if available from LMF side).


Proposal 13: LMF provides the following assistance information for UE/PRU (Case1 and Case2a):
· Timestamping of measurements and labels: E.g., timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM symbol) of resources used to compute the label.
· Indication of how PRS resources map to physical anchor location/angles: E.g., mapping of PRS resource sets/resources to a unique indexing of physical anchor location and beam angles.
· Indications of timing errors at network side: E.g., TRP TX timing errors, inter-TRP synchronization errors.
· Indication of LOS/NLOS maps for each TRP: E.g., map of potential LOS/NLOS states for each combination PRS/TRP (if available from LMF side).

Observation 9: The following are identified as assistance information to be associated with data collected at gNB/TRP side:
· Timestamping of measurements and labels: gNB/TRP side needs to tie labels with their corresponding measurements (e.g., when labelling is provided from LMF). Examples of timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM) of resources used to compute the label.
Proposal 14: LMF provides the following assistance information for gNB/TRP (Case3a):
· Timestamping of measurements and labels: E.g., timestamping includes UTC timing and/or combination of (SFN, slot, OFDM symbol) of resources used to compute the label.
5 Discussion on AI/ML positioning functionality monitoring 

In the previous meeting, companies agreed to study the feasibility, benefits, and potential specification impacts for different aspects of monitoring. 
Agreement: RAN1-111-9.2.4.2
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement (RAN1-110be)
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signalling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


One of the approaches for enabling AI/ML positioning model monitoring is to consider ground truth-based monitoring, in which measurements and their ground truth labels can be made available at the inference/monitoring entity. For example, these monitoring measurements and their labels can be available at LMF side with help of PRUs. LMF may share both measurements and labels (location or intermediate quantities) with the inference entity (e.g., UE-side or gNB-side). If there are privacy concerns, LMF may at least share measurements and ask UE-side and gNB-side to report back their positioning estimates. The LMF can then compute monitoring metric and feed the monitoring outcome back to UE-side and gNB-side. 
Observation 10: Monitoring measurements and their labels can be available at LMF side with help of PRUs. LMF may share both measurements and labels (location or intermediate quantities) with the inference entity (e.g., UE-side or gNB-side).

Proposal 15: For AI/ML positioning model monitoring (Case1 to Case3b), study the following aspect to enable model monitoring:
· Model monitoring based on joint model input and output (ground truth-based monitoring):  Ground truth label and AI/ML model input measurements can be made available at monitoring/inference entity

We envision decision on monitoring to be tightly coupled with the side that handles model development and inference. This allows a more flexible model update and LCM decisions. It is important to study how the monitoring can map to the different AI/ML positioning deployment cases (i.e., Case1 to Case 3b). This helps understanding how monitoring data (e.g., model input and model output and other assistance information) needs to be collected and shared with the monitoring entity. Depending on availability of monitoring data with respect to the inference entity, we consider the following approaches:
Proposal 16: Study the following approaches for ground-truth model monitoring based on availability of ground truth at inference entity:
· Approach1: Monitoring data model input and output (ground-truth) can be made available at inference entity/side and monitoring metric can be calculated at the inference entity/side.
· Approach2: Monitoring data model input can be available at inference entity/side and output (ground-truth) is available at LMF. LMF assistance is needed to compute the monitoring metric. 

For Case1/Case2a, both approaches above can be viable at UE side. UE needs at least access to PRU measurements while ground-truth labels can be kept at network side (if proprietary). 

Proposal 17: For Case1 and Case2a, consider both monitoring approaches (Approach1 and Approach2) for ground-truth based model monitoring.
· Study procedures for letting UE request monitoring data from LMF and procedures for providing model monitoring data from LMF to UE.
· For Case1 and Case2a, in Approach2, study signalling assistance for letting LMF communicate monitoring outcome/metric back with UE.


For Case3a, gNB/TRP can access model input monitoring measurements by receiving SRS signals from PRU and running them through the model. The gNB/TRP can report model output’s to LMF. Since the LMF can have knowledge about both PRU and gNB/TRP locations, it can calculate the ground truth label and compare it with the value reported by the gNB/TRP to find the monitoring outcome. The LMF can then update the gNB/TRP side about the monitoring outcome. If the gNB/TRP cannot measure SRS signals that are sent directly from PRUs, the LMF can provide, for gNB/TRP, other PRU-based SRS measurements that are captured at a different gNB/TRP. The gNB/TRP can then follow the same procedure as before to obtain monitoring outcomes from LMF. 

Proposal 18: For Case3a, consider (at least Approach2) for ground-truth based model monitoring:
· Study procedures for letting gNB/TRP request monitoring data (Approach2) from LMF and procedures for providing model monitoring data from network to NG-RAN node.
· Study signalling assistance for letting LMF communicate monitoring outcome back with gNB/TRP.


For Case2b and Case3b, both approaches above can also be used by LMF to monitor the LMF-sided models. However, the data needed to conduct monitoring can be readily available at LMF using existing signalling and may not require additional specification impact.
Observation 11: For Case2b and Case3b, LMF can follow Approach1 for ground-truth based model monitoring. However, it is not expected to incur additional specification impacts. 

6 Discussion on AI/ML positioning inference

In the previous meeting, companies agreed to provide inputs regarding necessity to specify model input and outputs for model inference. 
Agreement: RAN1-111-9.2.4.2
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed



6.1 Model inference input
For Case1 and Case2a, the model runs at the UE side and model input is measured at the UE side. Therefore, from specification impact, we do not see a strong need to specify measurements for model input. 
Observation 12: For Case1/Case2a, both measurements and model are obtained at UE side and no strong need to specify model input measurements.

Proposal 19: For inference in Case1/Case2a, no need to specify type of measurements.

For Case2b, the model runs at LMF side and depends on model inputs obtained from the UE. While it is possible to consider new measurement types for LMF-sided model, the new measurements need to consider reasonable measurements (e.g., existing positioning measurements or enhancements to existing positioning measurements). The reporting of any new measurements (e.g., complex CIR) from UE to LMF incurs high OTA overhead and should be avoided. 
Observation 13: For inference in Case2b, reporting complex CIR measurements from UE to LMF incurs high OTA reporting overhead and need to be avoided.

Proposal 20: For inference in Case2b, type of measurements reported from UE to network are either existing measurements or minor enhancements of existing measurements.


For Case3a, both measurements and model are available at the gNB/TRP side. Therefore, from specification impact, we do not see a strong need to specify measurements for model input. 
Observation 14: For Case3a, both measurements and model are obtained at gNB/TRP side and no strong need to specify model input measurements.

Proposal 21: For inference in Case3a, no need to specify type of measurements.


For Case3b, the model runs at LMF side and depends on model inputs obtained from the gNB/TRP. Model input can consider existing measurements reported from gNB/TRP. It should be noted that reporting from gNB/TRP to LMF is not expected to incur high OTA reporting overhead. Therefore, it is possible to consider new measurements (e.g., complex CIR). 
Observation 15: For inference in Case3b, reporting has less dependence on OTA resources and can include both existing measurements and new measurements.

Proposal 22: For inference in Case2b, study type of measurements while including both existing measurements, enhancements of existing measurements, or new measurements.

6.2 Enhanced reporting
In Case2a and Case3a, the UE or gNB/TRP can use AI/ML model to compute the existing parameters to be reported. But they can leverage AI/ML to learn new positioning features that can be helpful to enhance classical positioning methods (e.g., learning a soft value of RSTD, RSRP/RSRPP, RTOA, AoA/AoD. For example, consider the multipath mitigation enhancements in Rel-17 in which the TRP can report multiple candidate UL-AoA values for each path. The TRP may derive a probability distribution of the UL-AoA (e.g., A Gaussian mixture) using ML based algorithms and enhance the report to the LMF using the Rel-17 framework. As discussed in Appendix 2 (ML-based soft information reporting method), the UE may need to report new measurements to realize the gains of ML based positioning especially for the UE-assisted methods. RAN1 may additionally identify some parameters to augment the measurement reporting for existing methods. 

Observation 16: For Case2a/Case3a, UE/TRP may report new measurement reports such as soft info to timing and angle to help LMF improve positioning accuracy. 

[bookmark: _Int_aRSQGkWH]Proposal 23: For inference in Case2a/3a, consider existing/enhanced measurements and new measurements (e.g., soft-info of time/angle)

7 List of observations and proposals

Conclusion 1: Modes of operation in which model training and inference happen at different sides are deprioritized for the current AI/ML positioning study. 
Observation 1: A combination of the defined use cases may be used to achieve improved positioning in a defined setting. 
Observation 2: Model development is best to be done by the vendor who implements the device where the AI/ML model inference runs. 

Observation 3: The selection and switching of model for AI/ML positioning functionality can be realized by the following mechanisms:
· Decision by the UE side for Case1 and Case2a
· Decision by the network side for Case2b, Case3a, and Case3b
NOTE: Model selection and switching for AI/ML positioning functionality is done autonomously and is expected to be transparent to the other side.

Observation 4: Procedures for moving training data (i.e., measurements, ground truth labels, assistance information) from source entities to training entities is out the scope of RAN1 and can be studied by RAN2/3 and SA.

Observation 5: For Case3a, gNB/TRP can schedule UE to send positioning resources

Observation 6: For Case2b and Case3b, LMF can use existing LPPa and NRPPa configuration and reporting procedures for configuring resources for data collection.

Observation 7: For Case2b and Case3b, LMF can leverage information obtained using existing LPPa and NRPPa procedures to compute ground truth labels.

Observation 8: The following are identified as assistance information to be associated with data collected at UE/PRU side:
· Timestamping of measurements and labels: UE side needs to tie labels with their corresponding measurements (e.g., when labelling is provided from LMF). Examples of timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM) of resources used to compute the label.
· Indication of how PRS resources map to physical anchor location/angles: UE side need to know how different PRS resource sets/resources are mapped to physical anchor location and beam angles. Indicating mapping of PRS resource sets/resources to a unique indexing of physical anchor location and angles can help provide such a mapping.
· Indications of timing errors at network side: UE side can benefit from knowing expected ranges/distributions/indexing of timing errors at network side (e.g., TRP TX timing errors, inter-TRP synchronization errors) for better training and model development.
· Indication of LOS/NLOS maps for each TRP: UE side can benefit from knowing the map of potential LOS/NLOS states for each combination of TRP and PRS resource (if available from LMF side).

Observation 9: The following are identified as assistance information to be associated with data collected at gNB/TRP side:
· Timestamping of measurements and labels: gNB/TRP side needs to tie labels with their corresponding measurements (e.g., when labelling is provided from LMF). Examples of timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM) of resources used to compute the label.

Observation 10: Monitoring measurements and their labels can be available at LMF side with help of PRUs. LMF may share both measurements and labels (location or intermediate quantities) with the inference entity (e.g., UE-side or gNB-side).

Observation 11: For Case2b and Case3b, LMF can follow Approach1 for ground-truth based model monitoring. However, it is not expected to incur additional specification impacts. 

Observation 12: For Case1/Case2a, both measurements and model are obtained at UE side and no strong need to specify model input measurements.

Observation 13: For inference in Case2b, reporting complex CIR measurements from UE to LMF incurs high OTA reporting overhead and need to be avoided.

Observation 14: For Case3a, both measurements and model are obtained at gNB/TRP side and no strong need to specify model input measurements.

Observation 15: For inference in Case3b, reporting has less dependence on OTA resources and can include both existing measurements and new measurements.

Observation 16: For Case2a/Case3a, UE/TRP may report new measurement reports such as soft info to timing and angle to help LMF improve positioning accuracy. 




Proposal 1: For AI/ML positioning model training, study model training at the side at which the inference for that model is expected to be performed:
· Case1: Model training and inference at UE side
· Case2a: Model training and inference at UE side
· Case2b: Model training and inference at network side
· Case3a: Model training and inference at network side
· Case3b: Model training and inference at network side

Proposal 2: For Case1, Case2a, and Case2b, consider functionality-based identification and LCM for collaboration between UE and LMF and study functionality granularity for each case. 
Proposal 3: For Case3a and Case3b, consider functionality-based identification and LCM for collaboration between gNB/TRP and LMF and study functionality granularity for each case. 
Proposal 4: The activation, deactivation, and fallback decision for AI/ML positioning functionality can be realized by the following mechanisms:
· For Case1 and Case2a:
· Decision by the LMF side
· LMF-initiated
· UE-initiated, requested to the LMF
· For Case3a:
· Decision by the LMF side
· LMF-initiated
· gNB/TRP-initiated, requested to the LMF
· For Case2b and Case3b
· Decision by the LMF side 
· LMF-initiated (Case2b and Case3b)
· UE-initiated (Case2b), requested to the LMF
· gNB/TRP-initiated (Case3b), requested to the LMF

Proposal 5: For AI/ML positioning (Case1, Case2a, and Case2b), consider Level-x and Level-y collaboration between UE and LMF. 
Proposal 6: For AI/ML positioning (Case3a and Case3b), consider Level-x and Level-y collaboration between gNB/TRP and LMF. 

Proposal 7: The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· Case1
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods and sends it back to UE
· Note: user data privacy needs to be preserved
· Case2b and Case3b
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameters(s) corresponding to AI/ML model output
· Case1/Case2a
· PRU generates label directly or calculates based on measurement/location with network assistance
· UE generates label directly or calculates based on measurement/location with network assistance
· Case3a
· Network entity generates label directly or calculates based on measurement/location

Proposal 8: For Case1 and Case2a, UE/PRU can request, from LMF, configuring PRS resources for training data collection. 
· FFS: Resource configurations.


Proposal 9: Consider the following approaches for studying the labelling assistance from LMF to source entities of data collection:
· Approach1: the LMF computes ground truth label (for direct AI/ML and AI/ML assisted positioning method) based on NR positioning method and sends the ground truth label back to the source entity.
· Note: When the source entity is UE, the UE may also send an initial location estimate (e.g., using non-NR positioning method), for LMF, then LMF computes/enhances the ground truth label based on this initial location estimate and sends the label back to the UE.
· Approach2: the LMF provides the source entity with information needed to compute the ground truth label.

Proposal 10: For Case1 and Case2a, consider Approach1 and Approach2 for making ground truth labels available at UE side.

Proposal 11: For Case3a, consider Approach1 for making ground truth labels available at gNB/TRP side.
 
Proposal 12: Study procedures for allowing source entities, UE, PRU, and TRP, request labelling assistance from LMF according to the previous approaches.

Proposal 13: LMF provides the following assistance information for UE/PRU (Case1 and Case2a):
· Timestamping of measurements and labels: E.g., timestamping includes UTC timing and/or indices (i.e., SFN, slot, OFDM symbol) of resources used to compute the label.
· Indication of how PRS resources map to physical anchor location/angles: E.g., mapping of PRS resource sets/resources to a unique indexing of physical anchor location and beam angles.
· Indications of timing errors at network side: E.g., TRP TX timing errors, inter-TRP synchronization errors.
· Indication of LOS/NLOS maps for each TRP: E.g., map of potential LOS/NLOS states for each combination PRS/TRP (if available from LMF side).
Proposal 14: LMF provides the following assistance information for gNB/TRP (Case3a):
· Timestamping of measurements and labels: E.g., timestamping includes UTC timing and/or combination of (SFN, slot, OFDM symbol) of resources used to compute the label.

Proposal 15: For AI/ML positioning model monitoring (Case1 to Case3b), study the following aspect to enable model monitoring:
· Model monitoring based on joint model input and output (ground truth-based monitoring):  Ground truth label and AI/ML model input measurements can be made available at monitoring/inference entity

Proposal 16: Study the following approaches for ground-truth model monitoring based on availability of ground truth at inference entity:
· Approach1: Monitoring data model input and output (ground-truth) can be made available at inference entity/side and monitoring metric can be calculated at the inference entity/side.
· Approach2: Monitoring data model input can be available at inference entity/side and output (ground-truth) is available at LMF. LMF assistance is needed to compute the monitoring metric. 

Proposal 17: For Case1 and Case2a, consider both monitoring approaches (Approach1 and Approach2) for ground-truth based model monitoring.
· Study procedures for letting UE request monitoring data from LMF and procedures for providing model monitoring data from LMF to UE.
· For Case1 and Case2a, in Approach2, study signalling assistance for letting LMF communicate monitoring outcome/metric back with UE.

Proposal 18: For Case3a, consider (at least Approach2) for ground-truth based model monitoring:
· Study procedures for letting gNB/TRP request monitoring data (Approach2) from LMF and procedures for providing model monitoring data from network to NG-RAN node.
· Study signalling assistance for letting LMF communicate monitoring outcome back with gNB/TRP.

Proposal 19: For inference in Case1/Case2a, no need to specify type of measurements.

Proposal 20: For inference in Case2b, type of measurements reported from UE to network are either existing measurements or minor enhancements of existing measurements.

Proposal 21: For inference in Case3a, no need to specify type of measurements.

Proposal 22: For inference in Case2b, study type of measurements while including both existing measurements, enhancements of existing measurements, or new measurements.

Proposal 23: For inference in Case2a/3a, consider existing/enhanced measurements and new measurements (e.g., soft-info of time/angle)
Proposal 24: Study the specification impact for the reporting of soft information associated with positioning measurements, derived using machine learning.


Appendix 1: RF Fingerprinting – Direct AI/ML based positioning method
A 1.1 High level overview of RFFP
RF Fingerprinting for positioning (RFFP) is a well-studied ML based positioning method in literature. The key idea in RFFP is to learn a parameterized function between the channel observations made by the UE and TRPs and the current position of the UE. The parameterization is through a NN and the parameters of the NN are trained using a data collection campaign and thus RFFP is an ML based positioning method. Written as an equation, the basic input to output mapping for RFFP methods can be expressed as

where  is the function which represents the architecture of the NN and is parameterized by the NN parameters (weights) . The input to the RFFP network is based on a deterministic function  of the channel observation . This function captures the common input pre-processing to be done for each channel observation input to the NN and is not specifically dependent on the data realizations used for training the NN model. The output of the RFFP NN, represented by , is the estimated/predicted position of the UE. In addition, RFFP NN can also be designed to additional quantities such as positioning uncertainty/covariance etc of the predicted positioning, one or more additional hypothesis of the position and their uncertainty etc. 
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Figure 2:  Illustration of RF Fingerprinting method
The key technical idea behind RFFP is that the entire channel observation is utilized for positioning. All the multipath information from all the channel observations is utilized implicitly in learning the mapping from the input observations to the estimated UE location. One implication of such a method is that there is no assumption that the channel from the TRP to the UE has a LOS component. Thus, this method works in NLOS heavy channels as well. Such a method allows the UE position estimation to be estimated even from a single cell assuming a multipath rich environment. In practice, we would observe channel information from multiple cells and all this information could be used to learn the position. 
From literature, we note that RFFP using RSRP/RSSI of the observed PRS/SRS signals at the UE/TRP has been investigated for predicting position of the UE. In the recent years, channel observations (or channel state information (CSI)) have also been used extensively to learn the RFFP NN. We note that CSI based RFFP can achieve cm-level accuracy even in challenging conditions at the cost of more data input while RSRP based methods can achieve accuracy in the order of meters.
A 1.2 Potential ML architectures to realize RFFP
We discuss various RFFP architectures from the perspective of where positioning inference is performed and with respect to the signals/inputs used for performing the inference.
A 1.2.1 UE-based RFFP
The RFFP NN is trained and available at the UE for inference. The NN takes as input the channel observations derived from the DL-PRS to determine the UE position. The channel observations from one TRP (single cell RFFP) or from multiple cells/TRP (multi-cell RFFP). Compactly, the UE inference can be represented as  = p, where  is the channel observed from the TRP. 
A 1.2.2 NG-RAN node assisted RFFP
This method is the counterpart of the UE based RFFP where the network utilizes the UL channel observations from the TRPs to derive the UE position. This procedure can be represented as:
 = p, or 
 = p, where . 
In this architecture, the network may directly use the channel observations, or a compressed set of features reported by each TRP to perform inference.
We note that both UE-based and NG-RAN node assisted RFFP (direct AI/ML methods) are already being used for evaluations and further study. 
Appendix 2: ML-based soft information reporting – ML enhanced positioning method
Section 3.2.1 outlined scenarios where the performance of classical positioning methods is expected to be degraded. Multipath and NLOS conditions can create ambiguity in determining the true LOS delay from the observed channel profile. 
Consider the UE-assisted DL-TDoA positioning method as an example. Current positioning methods require the UE to report an RSTD value for each TRP relative to the reference TRP. Enhancements have been introduced in Rel-17 to improve robustness of the positioning method to multipath and NLOS scenarios by allowing the UE to report RSTD for multiple paths and to send an LOS/NLOS indication. 
While such signalling has been defined, it is unclear how to systematically interpret the report and/or the LOS/NLOS indication. What is needed is a way to convey something meaningful that can be directly used to improve positioning accuracy. For example, in addition to a hard estimate of the RSTD, it could be useful to derive soft information such as the uncertainty level associated with it, or a probability distribution associated with it, which the positioning algorithm could make use of. In our proposal, we use a machine learning-based data-driven approach to derive such soft information.
A 2.1 Combining soft information to improve accuracy in multipath scenarios
In many situations, combining soft information outperforms a hard-decision based approach. If a UE experiences a multipath channel, instead of deciding which of the paths is truly LOS, it would be beneficial if there was a way for the UE to report more than one hypothesis for the RSTD, together with a confidence metric indicating the level of certainty of each hypothesis. More generally, the UE could report a distribution of the measured quantity, e.g., RSTD. Then, the network can combine this soft information with similar information from other measurements made by the UE to derive a more accurate position estimate for the UE.
The figures below illustrate this idea using an example in the context of multi-cell RTT positioning method. 
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[bookmark: _Ref101946856]Figure 3: Impact of multipath on positioning accuracy
In Figure 1, there is an over-estimation of RTT with respect to TRP1 due to multipath. As a result, the reports received by the network are not consistent with each other and could result in an error in the position estimate. 
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[bookmark: _Ref101946064]Figure 4: ML-based soft information reporting to address multipath scenarios
In Figure 2, the same situation is considered, with the difference that it is possible for the network to determine a distribution of the measured quantity – RTT in this case. For instance, for TRP1, the report could inform the network that the RTT could have two values, together with the relative confidence associated with the values. The network could then perform soft combining of information across reports from all the measurement sources through ML-based soft information reporting. Combining with the reports based on the other two TRPs allows the network to improve the positioning accuracy in this example.
A 2.2 Machine learning framework for a soft information reporting approach
Machine learning techniques could play a role in the following aspects:
· Derive the distribution of the measured quantity based on the observed channel estimates
· Efficiently combine the likelihood information from multiple sources
The approach of reporting soft information in the form of a distribution of the measured quantity could be applied to any of the existing positioning measurement quantities. For example, the TRP may also apply ML techniques to derive and report a distribution of uplink measured quantities such as UL-TDoA or UL-AoA based on the observed uplink channel features. 
In each case, it would be useful to study the framework required to enable this approach. Specifically, we would need to consider aspects such as assistance data to train the ML models, enhancements to the reporting framework, and performance monitoring aspects.
Proposal 24: Study the specification impact for the reporting of soft information associated with positioning measurements, derived using machine learning.
Appendix 3: Overview of previous RAN1 agreements
A 3.1 Overview of RAN1 109-e agreements
In RAN1 109-e, initial aspects of the framework for positioning were agreed as noted below:
Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case


Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· [bookmark: _Int_zw6Z0M0c]FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1


A 3.2 Overview of RAN1 110 agreements
In RAN1 110, some aspects of the framework for positioning were agreed as noted below:
Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results



Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above.
A 3.3 Overview of RAN1 110be agreements
Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data

A 3.4 Overview of RAN1 111 agreements

Agreement: RAN1-111-9.2.4.2
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.


Agreement: RAN1-111-9.2.4.2
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed


Agreement: RAN1-111-9.2.4.2
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· [bookmark: _Int_6D8XTH5N]For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305



Agreement: RAN1-111-9.2.4.2
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data


Agreement: RAN1-111-9.2.4.2
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· [bookmark: _Int_NmkhWQCF]E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement: RAN1-111-9.2.4.2
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.
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