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Introduction
In the SID governing the AI/ML study, an initial set of use cases has been decided on for positioning accuracy enhancements in different scenarios including, e.g., those with heavy NLOS conditions with  the following objective [1]:
· finalize representative sub use cases for each use case for characterization and baseline performance evaluations. 
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

In this contribution, we look at the the potential specification impact of AI/ML for positioning accuracy enhancement.
Specification Impact for AI/ML for Positioning Accuracy Enhancement
In this contribution, we look at the specification impact from two points of view. In the first, we look at the potential specification impact of AI/ML for positioning accuracy enhancement based on the steps that would have to occur in an AI/ML procedure. In the second, we look at the potential specification impact of AI/ML for positioning accuracy enhancement based on the enhancement use cases that have been agreed upon by RAN1.

From the agreements so far in the study we can look at an AI/ML procedure as consisting of the following:
· Model Capability, Indication and  Configuration 
· Model training and Data collection
· Model Inference,  Monitoring and Monitoring Response
We will study the potential specification impact of AI/ML for positioning accuracy enhancement based on these steps.

Alternatively, it has been decided to study two major use cases
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
We will study the potential specification impact of AI/ML for positioning accuracy enhancement based on these use cases.

Proposal 1: The AI/ML procedure in AI/ML for positioning accuracy enhancement consists of the following steps:  
· Model Capability, Indication and  Configuration 
· Model training and Data collection
· Model Inference,  Monitoring and Monitoring Response
The potential specification impact can be studied based on these steps.

Proposal 2: The AI/ML use cases in AI/ML for positioning accuracy enhancement are as follows:  
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
We will study the potential specification impact of AI/ML for positioning accuracy enhancement based on these use cases.
Specification Impact of an AI/ML procedure

Model Capability, Indication and Configuration 
The AI/ML Model Capability, Indication and Configuration step performs the initial AI/ML model(s) setup and the potential specification impacts need to be identified and includes assistance signalling and procedures (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection). This is captured in the following agreements:

In RAN1 #109-e, the following agreement was made [3]:
	Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)



In RAN1 110-bis-e, the following agreements were made [5]:

	Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded



Model Capability: Defining the AI/ML model capabilities with  its associated signaling and procedures is necessary for the UE, TRP and LMF to identify the exact AI-based positioning methods that can be supported and assist in model selection based on the current positioning requirements and environmental scenarios.  
The capabilities information may include one or more of the following: 
· the type of AI positioning it supports i.e. direct AI/ML and AI/ML assisted positioning 
· the environmental scenarios e.g. high Doppler, high NLOS, factory environment etc
· Positioning accuracy quality (e.g. error distribution such as mean/variance of final position, intermediate metrics)
· Model inference latency
· Required assistance signaling
· Required reference signal configurations
· Required feedback
· Model complexity : Size or # FLOPs
· Self-monitoring/external monitoring capability 
· Model Size, processing speed
· # of models supported (e.g., for model monitoring/switching) 

Model Indication/Configuration: Model indication enables selection of one or more models for AI/ML based positioning. Once selection has been confirmed, then the models may need to be configured for used. 
During model indication, it is necessary to ensure that the model(s) indicated are suitable for the conditions of its intended use. This may be done by:
· Labelling:  The models are labled with the desired characteristic and the selection entitiy verifies the label is suitable. It may be desirable to define a 3GPP standardized AI model identification and description. The ID may include use case, vendor ID and version number etc. and the description may include scenarios for model inferencing, model input/output information, model file type/size/compression status etc.   The description may indicate if the model is valid for the scenario.
· Validity Testing: The selection entity receives validity testing data to verify that selected model matches the requirements. A procedure (and data set) may be defined to enable the selection entity  select the correct model within a set of predefined accuracy quality and latency. 

Configuration : Once the AI-model(s) have been selected, the associated model configuration(s) may be sent. 

Proposal 3: Model Capability, Indication and Configuration 
· Proposal 3-1: Model Capability: Defining the AI/ML model capabilities with  its associated signaling and procedures is necessary for the UE, TRP and LMF to identify the exact AI-based positioning methods that can be supported and assist in model selection based on the current positioning requirements and environments.  

· Proposal 3-2: Model Indication/Configuration: Model indication enables selection of one or more models for AI/ML based positioning. Once selection has been confirmed, then the models may need to be configured for used. This may be by explicit labeling or by model validity testing.
· Labelling: It may be desirable to define a 3GPP standardized AI model identification and description. The ID may include use case, vendor ID and version number etc. and the description may include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
· Validity Testing: A procedure (and data set) may be defined to enable the UE select the correct model within a set of predefined accuracy quality and latency.

· Proposal 3-3: Configuration : Once the AI-model(s) have been selected, the associated model configuration may be sent. 
Model Training and Data Collection 
The models may be trained online or offline. Model training issues have been captured in the following agreements.

In RAN1 #109-e, the following agreement was made [3]:
	Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection



In RAN1 #110, the following agreement were made [4]:
	Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded




In RAN1 110-bis-e, the following agreements were made [5]:

	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data




In RAN1 111, the following agreements were reached [6]:

	
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data



Model Training and Data Collection
· training data type/size: Given the current sub-use cases selected, RAN1 should allow for flexibility in the data type needed e.g. for direct AI/ML based positioning, the CIR, L1-RSRP and PDP can be used. 
· training data source determination (e.g., UE/PRU/TRP): Training may be online or offline. For online training, the specification impact depends on if the training/inference is at the UE or at the LMF/gNB as for example, it may determine the types of reference signals configured to acquire the training data. It may also depend on beam correspondence i.e. if channel is reciprocal and model is at the LMF/gNB. In the case of beam correspondence, the channel estimates at the gNB based on DMRS/SRS may be sufficient. In the case of no beam correspondence, new feedback types may be needed e.g. PDP.  Support may be needed to enable a central data collection entity transfer data to the training entity.(e.g. from PRU to LMF to UE). 
· assistance signalling and procedure for training data collection : This depends on if the training/inference is at the UE or at the LMF/gNB. It may need LPP/NRPPa based signaling to trigger feedback of training data to the training device. In addition, some assistance information may be needed for the availability and quality of noisy ground truth labels.
· Ground Truth Quality: The quality of the ground truth labels should be signaled to assist the selection and monitoring of the AI/ML model.  Typically, AI/ML training assumes perfect labeling but in reality, the labels may be noisy. For example, the use of large-scale image data labelled by crowdsourcing  or speech/phone data  labelled by users who may not have the expertise (or may be in a specific mood). For AI/ML based positioning, with Direct AI/ML positioning, the position label may depend on the accuracy of the UEs position. If the UE is mobile or the UE position estimate is wrong, the associated label may be wrong. For AI/ML assisted positioning, the  label may depend on the specific type. For LOS/NLOS identification, the NLOS probability of each tap may be in error. For TDoA/ToA/AoA/AoD estimation  identification, there may be an error in the estimate sent to the gNB. To mitigate the effect of a noisy ground truth, the measuring entity may feed back information on the quality /accuracy of the ground truth label (similar to the feedback for GNS/RAT-dependent Integrity assistance data). This information may be used to select the right model (model trained based on accuracy estimate) or right type of model (e.g. supervised, unsupervised, semi-supervised model). 
· Overall Data Collection Procedure: Data collection entity is Positioning reference Unit (PRU) or UE with location finding capability
· Data collection entity may be stationary or mobile
· Step 1: Configuration/setup indicates PRU capability and label accuracy 
· Step 2: LMF/AI-MF configures entity for data collection. This includes at least the reference symbol configuration, labels required, and assistance information required e.g. label accuracy
· Step 2: LMF triggers data collection instance
· Data collection Instance type:
· aperiodic, periodic, semi-persistent
· opportunistic i.e. if UE is sending positioning feedback to data collection entity, it also sends additional data collection information
· For positioning with a mobile UE, can occur at fixed location points
· Data collection instance consists of three steps:
· Measurement Signal: configuration, trigger, type (DL-PRS, UL-SRS, SL-PRS), detailed configuration (BW, time duration, additional parameters)
· Measurement and processing: measurement gaps at UE, muting from different gNBs, measurement type/metric (Channel Impulse Response {CIR}, Power Delay Profile {PDP}, LOS/NLOS property - Line of Sight/Non-line of sight), TOA {Time of Arrival}, Angle of arrival), associated ground truth label
· Feedback: to data aggregator (e.g. the LMF). 
· Training entity collects training information from the data aggregator.


Proposal 4: For Model Training and Data Collection
· Proposal 4-1: training data type/size: Given the current sub-use cases selected, RAN1 should allow for flexibility in the data type needed 

· Proposal 4-2: training data source determination (e.g. UE/PRU/TRP): Trainign may be online or offline. For online training, this depends on if the training/inference is at the UE or at the LMF/gNB. It may also depend on beam correspondence  Support may be needed to enable a central data collection entity transfer data to the training entity.(e.g. from PRU to LMF to UE). 

· Proposal 4-3: assistance signalling and procedure for training data collection : This depends on if the training/inference is at the UE or at the LMF/gNB. It may need positioning protocol based signaling to trigger feedback of training data to the training device. In addition, some assistance information may be needed for the availability and quality of noisy ground truth labels.

· Proposal 4-4: Ground Truth Quality: The quality of the ground truth labels should be signaled to assist the selection and monitoring of the AI/ML model. 

Model Inference,  Model Monitoring and Model Monitoring Response
In RAN1 #109-e, the following agreement was made [3]:
	Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output




In RAN1 #110, the following agreement were made [4]:
	[KO:
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

 



In RAN1 110-bis-e, the following agreements were made [5]:
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded




In RAN1 111, the following agreements were reached [6]:
	Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network




The following discusses each of these elements in some detail:

· Monitoring Entity and Metric:  This may differ for direct AI positioning and AI-assisted positioning. 
· For direct AI positioning or AI-assisted monitoring based on the estimated position, an accurate position ground truth obtained by the traditional location services of a UE,  a PRU or a UE with GPS-based location services may be used  to calibrate the AI-based location and vice versa. As an example, the Monitoring location [X,Y] can be based on 
· any of the RAT-independent techniques (e.g. GNSS) 
· RAT-dependent techniques (e.g. TDOA) defined in 3GPP Rel-16 and Rel-17 or
· a fixed UE at a known location. 
· For AI-assisted positioning, in addition to the estimated position, intermediate KPI outputs with a known intermediate KPI value such as a TOA of a PRU/UE with a known location m may be used as the monitoring reference.
· For both direct AI positioning and AI-assisted positioning, the monitoring may be based on the properties and characteristics of the input e.g. a Doppler estimate on an input CIR may indicate the model is not appropriate.
· Input for Inferencing and Monitoring : model input acquisition and pre-processing for both inferencing and monitoring will depend on if the AI model is UE based, network based and on beam correspondence. In a simple example, for the direct in case 1, the LMF may indicate PRS configurations for the gNBs to transmit to the UE as shown in Figure 1. An additional input capturing the parameters needed for monitoring (e.g. the ground truth) may be needed.


[image: ]
Figure 1: Channel Acquisition for UE based inference/Monitoring

· Monitoring Response: The Monitoring error may serve as input into Monitoring response. This response may be result in an action by the system including fallback to traditional methods, model retraining, model re-tuning or model switching. It could also result in a network-UE interaction model monitoring decision indication between UE and network For example, if the Monitoring error > Monitoring error threshold for time > Monitoring time duration, then an AI model update can be requested. The update signaling may have specification impact.


Proposal 5: For Model Inference,  Model Monitoring and Model Monitoring Response
· Proposal 5:-1  Monitoring Entity and Metric : For direct AI positioning or AI-assisted monitoring based on the estimated position, an accurate position ground truth obtained by the traditional location services of a UE,  a PRU or a UE with GPS-based location services may be used  to calibrate the AI-based location and vice versa.  For AI-assisted positioning, intermediate KPI outputs may be used as the monitoring reference. For both direct AI positioning and AI-assisted positioning, the monitoring may be based on the properties and characteristics of the input e.g. a Doppler estimate on an input CIR may indicate the model is not appropriate.

· Proposal 5-2: Input for Inferencing and Monitoring : model input acquisition and pre-processing will depend on if the AI model is UE based, network based and on beam correspondence. An additional input capturing the parameters needed for monitoring (e.g. the ground truth) may be needed.

· Proposal 5-3: Update/ UE-network interaction: Monitoring Response: The Monitoring error may serve as input into Monitoring response. This response may be result in an action by the system including fallback to traditional methods, model retraining, model re-tuning or model switching. It could also result in a network-UE interaction model monitoring decision indication between UE and network.


Use cases and potential spec impact

The following agreement was made in RAN1 #109-e [3],
	Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 




The following agreements were made in RAN1 #110 [4]:
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results





Direct AI/ML based positioning
Sub-Use case 1: This can be used in heavy NLOS scenarios (such as  InF-DH) as shown in the simulation results in [2]. In this case, the input can be the Channel Impulse Response (CIR), the Power Delay Profile (PDP) and/or the Layer 1 Reference Signal Received Power (L1-RSRP) while the output is the UE position. Note that this may include a scenario where a NN may be used to select one of  multiple NNs based on a input such as Doppler. 
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Figure 2: Use Case 1 – CIR/PDP/L1-RSRP to UE position

Specification Impact: The following are possible specification impacts in this use case:
· Acquisition of the neural network inference input such as CIR, PDP or L1-RSRP for multiple gNBs from the candidate positioning UEs to the inference device.
· Note that we may have a mix of inputs based on the difficulty of acquisition. For example, the L1-RSRP may be easier to acquire for more gNBs and as such we have a mix of CIR and L1-RSRP as input into the AI model. 
· Possible acquisition of the neural network training input for multiple gNBs from the candidate positioning UEs or multiple gNBs to the inference device 
· Monitoring input and procedures to validate the AI model e.g. comparison with GNSS positions.
· Ground truth label assistance information to the inference device
· Applicable scenarios: this is suitable for high NLOS scenarios where there is enough network capacity to enable signaling/feedback of the channel observations to the LMF or TDD systems where there is channel reciprocity and the uplink channel may be used as the channel observation. 

AI/ML assisted positioning
Sub-Use case 2: AI-based LOS/NLOS identification can be used to estimate the LOS/NLOS probability of the different channel taps in the CIR. This can serve as input into a traditional Time-of-Arrival (ToA), Time-Difference of Arrival (TDoA), Angle of Arrival (AoA) or Angle of Departure (AoD) positioning scheme to enable identification of the LOS tap and as such, more accurate estimation of the UE position.  
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Figure 3: Use Case 2 - AI-based LOS/NLOS identification
Specification Impact: The following are possible specification impacts in this use case:
· Assistance information on the LOS/NLOS probability of the CIR taps.
· Channel measurement information for inference
· Channel measurement information for training

Sub-Use case 3: A direct TOA/AoA/AoD estimate may be made by the neural network from the CIR to enable direct estimation of the TOA/TDoA/AoA/AoD for input into traditional positioning schemes  such as UL/DL-DTOA, AoD or AoD positioning 
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Figure 4: Use Case 3 - AI-based TOA Estimation
Specification Impact: The following are possible specification impacts in this use case:
· Possible signaling of the TOA rather than the TDoA. 
· Channel measurement information for inference
· Measurement information for training

Proposal 6: The following specification impacts can be seen in the use cases under consideration: 
· Direct AI/ML based positioning model
· Sub-Use case 1: CIR / PDP/L1-RSRP input to UE position output
· Potential spec impact: 
· Channel measurement information for multiple gNBs for training
· Channel measurement information for multiple gNBs for inference
· Monitoring input and procedures to validate the AI model
· Ground truth label assistance information to the inference device
· AI-assisted positioning with output of AI model serving as input to traditional positioning 
· Sub-Use case 2: LOS/NLOS tap identification for input to traditional positioning 
· Potential spec impact: 
· indication of LOS/NLOS probability. This may already be supported in Rel-17
· Channel measurement information for inference
· Channel measurement information for training
· Sub-Use case 3: TOA/AoA/AoD estimation for input into TDOA-based, AoA-based or AoD-based positioning
· Potential spec impact: 
· Possible signaling of the TOA rather than the TDoA to LMF 
· Channel measurement information for inference
· Channel measurement information for training

Conclusion
In this contribution, we provided our views on use cases and potential specification impacts on the  enhancement on AI/ML for positioning accuracy enhancement. Based on the discussion, we have the following proposals:


Proposal 1: The AI/ML procedure in AI/ML for positioning accuracy enhancement consists of the following steps:  
· Model Capability, Indication and  Configuration 
· Model training and Data collection
· Model Inference,  Monitoring and Monitoring Response
The potential specification impact can be studied based on these steps.

Proposal 2: The AI/ML use cases in AI/ML for positioning accuracy enhancement are as follows:  
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
We will study the potential specification impact of AI/ML for positioning accuracy enhancement based on these use cases.

Proposal 3: Model Capability, Indication and Configuration 
· Proposal 3-1: Model Capability: Defining the AI/ML model capabilities with  its associated signaling and procedures is necessary for the UE, TRP and LMF to identify the exact AI-based positioning methods that can be supported and assist in model selection based on the current positioning requirements and environments.  

· Proposal 3-2: Model Indication/Configuration: Model indication enables selection of one or more models for AI/ML based positioning. Once selection has been confirmed, then the models may need to be configured for used. This may be by explicit labeling or by model validity testing.
· Labelling: It may be desirable to define a 3GPP standardized AI model identification and description. The ID may include use case, vendor ID and version number etc. and the description may include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
· Validity Testing: A procedure (and data set) may be defined to enable the UE select the correct model within a set of predefined accuracy quality and latency.

· Proposal 3-3: Configuration : Once the AI-model(s) have been selected, the associated model configuration may be sent. 


Proposal 4: For Model Training and Data Collection
· Proposal 4-1: training data type/size: Given the current sub-use cases selected, RAN1 should allow for flexibility in the data type needed 

· Proposal 4-2: training data source determination (e.g. UE/PRU/TRP): Trainign may be online or offline. For online training, this depends on if the training/inference is at the UE or at the LMF/gNB. It may also depend on beam correspondence  Support may be needed to enable a central data collection entity transfer data to the training entity.(e.g. from PRU to LMF to UE). 

· Proposal 4-3: assistance signalling and procedure for training data collection : This depends on if the training/inference is at the UE or at the LMF/gNB. It may need positioning protocol based signaling to trigger feedback of training data to the training device. In addition, some assistance information may be needed for the availability and quality of noisy ground truth labels.

· Proposal 4-4: Ground Truth Quality: The quality of the ground truth labels should be signaled to assist the selection and monitoring of the AI/ML model. 


Proposal 5: For Model Inference,  Model Monitoring and Model Monitoring Response
· Proposal 5:-1  Monitoring Entity and Metric : For direct AI positioning or AI-assisted monitoring based on the estimated position, an accurate position ground truth obtained by the traditional location services of a UE,  a PRU or a UE with GPS-based location services may be used  to calibrate the AI-based location and vice versa.  For AI-assisted positioning, intermediate KPI outputs may be used as the monitoring reference. For both direct AI positioning and AI-assisted positioning, the monitoring may be based on the properties and characteristics of the input e.g. a Doppler estimate on an input CIR may indicate the model is not appropriate.

· Proposal 5-2: Input for Inferencing and Monitoring : model input acquisition and pre-processing will depend on if the AI model is UE based, network based and on beam correspondence. An additional input capturing the parameters needed for monitoring (e.g. the ground truth) may be needed.

· Proposal 5-3: Update/ UE-network interaction: Monitoring Response: The Monitoring error may serve as input into Monitoring response. This response may be result in an action by the system including fallback to traditional methods, model retraining, model re-tuning or model switching. It could also result in a network-UE interaction model monitoring decision indication between UE and network.

Proposal 6: The following specification impacts can be seen in the use cases under consideration: 
· Direct AI/ML based positioning model
· Sub-Use case 1: CIR / PDP/L1-RSRP input to UE position output
· Potential spec impact: 
· Channel measurement information for multiple gNBs for training
· Channel measurement information for multiple gNBs for inference
· Monitoring input and procedures to validate the AI model
· Ground truth label assistance information to the inference device
· AI-assisted positioning with output of AI model serving as input to traditional positioning 
· Sub-Use case 2: LOS/NLOS tap identification for input to traditional positioning 
· Potential spec impact: 
· indication of LOS/NLOS probability. This may already be supported in Rel-17
· Channel measurement information for inference
· Channel measurement information for training
· Sub-Use case 3: TOA/AoA/AoD estimation for input into TDOA-based, AoA-based or AoD-based positioning
· Potential spec impact: 
· Possible signaling of the TOA rather than the TDoA to LMF 
· Channel measurement information for inference
· Channel measurement information for training
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