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Introduction
AI/ML for physical layer has gained tremendous interest in academic and industry research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. In addition to evaluation the potential gain of AI/ML based approach, potential specification impact will be identified through the study.  
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback






AI based CSI enhancement is one of the key use cases which provide unique view on AI/ML for air interface framework. In this paper, we discuss the use case selection and potential specification impact for CSI compression and CSI prediction.   
Potential specification impact for CSI compression 
Signaling framework  
In RAN1 111, it was proposed that the AI based CSI compression signaling framework should use the NR CSI feedback signaling framework as a starting point. Enhancement on CSI-RS configuration for data collection, or CSI report configuration for CSI report, can be further discussed and specified. In addition, UE processing time for AI based CSI can be enhanced on top of current CSI processing time requirement. 

Use the NR MIMO CSI feedback signaling framework as a baseline reduce the specification complexity. When UE moves from one cell to another cell, the configuration of AI based CSI feedback can be handled similar to traditional MIMO configuration.  

Proposal 1: The study of AI/ML based CSI compression specification impact can use the legacy CSI feedback signaling framework as a starting point.
 
Training collaboration    
In RAN1 110, three different training collaboration has been defined. 

For training collaboration type 2, the UE generate target CSI and share the target CSI dataset to the NW for training purpose. For each epoch, the UE side and UW side needs to update the gradients. If the training procedure is done over the air interface, large amount of traffic and complicated co-ordination of training update is required. It is not necessary nor feasible to perform the type 2 training collaboration over 3GPP specified interface. Proprietary solutions based on multi-vendor agreement can always be done, but it is outside of 3GPP scope.  

In RAN1 111, it was concluded:
Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.








For model update, smaller data set can be used to update the previous trained model. However, for training collaboration type 2, the exchange over the air is the gradients which linearly scale with the number of epochs. Therefore even smaller dataset is used, the complexity and overhead for over the air update of training collaboration type II is still prohibitive. 

Proposal 2: Model update using training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  

For type 1 and type 3 training collaboration type, different variations can be further discussed. Each approach has its pros/cons. 

· For training collaboration type 1, 
· 1a: the model is trained at the UE-side
· 1b: the model is trained at the NW-side
· For training collaboration type 3, 
· 3a: UE first training. The UE train the CSI generation model and CSI reconstruction model together and generate the CSI generation model output and CSI reconstruction model output data set for the NW to train the reconstruction model. The quantization method is determined by the UE.  
· 3b: NW first training. The NW train the CSI generation model and CSI reconstruction model together, generate the CSI generation model input and CSI generation model output data set for the UE to train the generation model. The quantization method is determined by the NW.  

Table I summarizes the pros/cons of each approach. 

Table I: Pros/Cons of different training collaboration

	
	Pros
	Cons

	Type 1a
	Data set based on CSI-RS measurement is available at the UE side. No need for training data set transfer. 

Allow optimized hardware and model design. Single UE model work with any gNB. 

	General loss function such as NMSE or cosine similarity can be used. 

Complexity at the NW side.  Different ML models may need to be executed at gNB side to receive from multiple UEs within the same slot. May require general processor for model inferencing.  

	Type 1b
	Single gNB trained ML model adopted by UEs. 

NW can choose optimized loss function for MU-MIMO, C-JT etc.


	High requirements for UE implementation. UE hardware may not support/optimized for NW designed model.     



	Type 2
	Multi-vendor agreement-based solution, which is outside of 3GPP scope. 

All training data set generation, exchange of gradients during training and models are proprietary.  

	High storage for UE/NW. High engineering overhead. Scalability can be an issue for multi-vendors. No fine-tune of model seems possible. 


	Type 3a
	ML model kept proprietary for UE/NW separately. 

NW can aggregate multiple UE dataset and train one NW reconstruction model for all UEs. 
	Large training overhead due to sharing of intermediate training labels. 

UE trained CSI compression model will be the upper bound for NW CSI reconstruction model.   


Performance needs further evaluation when the NW aggregate all UE dataset to train one NW re-construction model.

	Type 3b
	ML model kept proprietary for UE/NW separately. 

UE can aggregate multiple NW dataset and train one UE generation model for all NWs. 
	Large training overhead due to sharing of intermediate training labels. 

NW trained CSI compression model will be the upper bound for UE CSI generation model.

Performance needs further evaluation when UE aggregate all NW dataset to train one UE generation model.    



Proposal 3: To facilitate future discussion on necessity and benefit of each training collaboration type, 
· Further categorize the training collaboration type 1 as: 1a-training at UE side, 1b-training at NW side. 
· Further categorize the training collaboration type 3 as: 3a-UE first and 3b-NW first.  
In our view training collaboration type 1b requires UE input before training at NW, model transfer is mainly to enable a new set of weights specifically trained for that environment. When AI model is trained for particularly environment instead of one model fit all approach, the AI model has better performance, lower complexity with simply model structure.  

Observation 1:  Training collaboration type 1 with model weight update enables smaller AI model with per-cell/per-site inferencing.  
 
For training collaboration type 3, in our view, the main benefit is the engineering separation between UE and NW. For training collaboration type 3, for UE-first training, UE side will train the model first, then using the model to generate the training dataset for the network side. UE side collect the DL measurement in a continuous manner, so the model can be updated based on the newly available data. When UE updates UE side model, UE can send the list of newly updated model ID with corresponding version number or a time stamp of the update time. The UE can additionally send the training dataset to the NW, corresponding to the model ID or related dataset ID with version number of time stamp. The training dataset can be a compressed version send by UE to the NW over air interface or can be a URL so NW can further download the dataset using the URL.  


Observation 2:  Training collaboration type 3 achieve better engineering separation between UE and NW vendors.  

Proposal 4: For training collaboration type 3, for UE/NW first training, the UE/NW can update the model with newly collected data and send the new training dataset with model ID or dataset ID together with version number or time stamp for NW/UE side training.  

Data collection   
In RAN1 110, high level agreement on data collection is captured. 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  











For data collection at the UE side, the UE measures the DL channel based on CSI-RS configuration. The UE does not know the antenna configuration, antenna virtualization or deployment scenarios such as mTRP or sTRP, as they are transparent information. To enable training different AI models for different cases to optimize the AI performance, additional assisted signaling can be added in the CSI-RS set configuration, which can help the UE to classify different channel measurement to train separate neutral network for performance optimization.  

In addition, ground true accuracy is another consideration for data collection. As shown in our paper in agenda item 9.2.2.1, larger quantization such as 4 bits can lead to significant performance loss. To measure accurate CSI-RS measurement, repetition can be used to improve the measurement accuracy. In addition, cell specific CSI-RS configuration for AI measurement can be used to enable all UEs with the cell the measure the channel. In addition, the dataset is for offline training can be send using PUSCH due to its large payload size.  

Proposal 5: Consider following CSI-RS configuration enhancement for data set collection at UE side.
· Enable training assisted information in CSI-RS configuration. 
· Enhance CSI-RS reliability with repetition.
· Enable cell specific CSI-RS for AI based data collection. 

For data collection at the NW side, UL channel measurement based on SRS transmission can be used. The data set collection for CSI compression does not need short time channel reciprocity required for SRS based close loop MIMO in TDD system. The channel based on SRS measured channel in UL band can work in DL band even for FDD system, as studied in the generalization study across different frequencies. On the other band, requesting UE to transmit large high accuracy channel measurement as training data can be high overhead. 
   
Proposal 6: For data set collection at the NW side, SRS based channel measurement is preferred.  


Inference operation    

Input and Output CSI: 

To facilitate the discussion, some terminologies have been discussed and captured as note in RAN1 111. 
Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 










For training collaboration type 1 where CSI generation model and CSI reconstruction model are trained at the NW, and CSI generation model is delivered to the UE for model inferencing. NW needs to assume specific input CSI format type/size and potential preprocessing for encoder training, and configured the input CSI type/size to UE for proper inferencing.  

For training collaboration type 3 with NW first training, the CSI generation model input also need to be configured, so NW can generate proper training dataset for UE side training. Without specified format, the NW will not be able to generate proper training dataset for multiple UE vendor to perform training.  


Proposal 7: At least for training collaboration type 1 where CSI generation/reconstruction model are trained at the NW side and delivered to the UE, input-CSI-NW including potential pre-processing needs to be signalled.


Proposal 8: At least for training collaboration type 3 with NW first training, input-CSI-NW should be specified to facilitate training dataset generation at NW side.  

The input-CSI-NW and output-CSI-UE can be full channel matrixes or PMI. For full channel matrixes, larger feedback overhead is expected. In addition, domain transformation can be used in both cases.  
· The precoding matrix is a group of eigenvectors
· The precoding matrix is an eType II-like PMI. (i.e., eigenvectors with angular-delay domain converting)
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE/ input-CSI-NW: 
Option 1: Precoding matrix
1a: The precoding matrix in spatial-frequency domain 
1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
	Option 2: Raw Explicit Channel matrix (i.e., full Tx * Rx MIMO channel)
2a: raw channel is in spatial-frequency domain
2b: raw channel is in angular-delay domain 




UCI configuration and report: 

For CSI compression inferencing, the NW can activate the CSI compression using additional signaling on top of current MIMO RRC signaling, such as a new report type or a new codebook type in reportConfig.  When the new report type for AI based CSI compression is configured, it is activated. When the report type is de-configured, it is de-activated.

Proposal 10: NW can configure AI based CSI compression with enhanced MIMO related RRC configuration. Maximum UCI payload size can be configured to the UE.  

In legacy e-typeII codebook, the maximum payload size per configuration scales with RI. When RI=2,3 and 4, roughly similar feedback bits are generated, which is about twice the size of RI=1 feedback. This feature is also desirable for AI based CSI feedback, to limit the maximum UCI size. 

For AI based CSI compression, network can configure the maximum number of payload size per configuration. UE can determine the RI, select the proper CSI construction model based on RI and the max payload size configured by the network. 
· When layer specific model is used, different model can be used for each layer, and corresponding model ID and model output will be sent as UCI. 
· When layer common model is used, the UE can still select different model for different layer so different payload size can be generated for different layer. The UE can choose one AI model for each layer, or separate AI model for different layers, for example, the 1st and/or 2nd layer can choose AI model, while 3rd and/or 4th layer can choose a different AI model with a fewer number of latent space bit. 

The below figure shows an example of CSI report format. 

[image: ] 

Figure 2. Example of CSI report content and format.

To reduce the size of neutral network ID (NN ID), NW can configure a list of NN IDs through RRC, and UE can choose one or multiple of ID from the RRC configured list. 

Proposal 12: For eigen-vector based CSI compression, it is desirable to limit the max size per rank similar to e-type II.  

Proposal 13: For eigen-vector based CSI compression, NW configure the maximum UCI size and list of candidates NN IDs via RRC configuration. 

Proposal 14: For eigen-vector based CSI compression, the UE determine which AI model to use based on rank and include the model ID as part of the CSI report. 

In legacy codebook design, up to 38 subbands can be configured for e-type II codebook. The number of subbands is the same as the number of frequency basis. For AI based CSI compression, when eigen-vectors are used, the size of input CSI to the AI model is related to the configured subbands. One simple way that have been evaluated is design AI model input size corresponding to the largest supported subbands, and when configured subband is smaller than max, padding zeros for model inferencing. This might not be an efficient solution since it results in the same UCI bits and higher model complexity. Another method is to allow size of subband be configurable to ensure the total number of subband is the same as input CSI dimension. 




CQI determination: 

In traditional DL CSI acquisition, there are two schemes on high level: CSI feedback based, and SRS based. For SRS based CSI acquisition, UE sends SRS, and gNB performs measurement on the SRS. How the precoding and the corresponding MCS is derived is gNB’s responsibility. UE feedback wideband CQI for inference level indication. For CSI feedback-based CSI acquisition, the UE will calculate RI, PMI and the corresponding CQI and feedback to the gNB. UE should ensure the RI, PMI and CQI meet the requirement defined by RAN4 for PMI test.   

For AI based CSI feedback, how to calculate CQI needs to be discussed. For training collaboration level 1 when the models are trained at the NW side, or training collaboration level 2 and level 3, the UE will have limited control of the precoder calculation since the AI decoder is only available at the network side. It would be problematic to ask the UE to generate a CQI report based on the PMI of decoder output. Therefore, the CQI can be wideband CQI similar to SRS based approach, or assume perfect eigen-vector. 

For training type 1 when the models are trained at the UE side, since AI encoder and decoder is trained by the UE, the UE might be able to perform decoder inferencing where traditional CQI calculation can be reused.  

Proposal 15: For CSI compression where full channel information is feedback, the UE calculate and report an open loop CQI for inference level report. 

Proposal 16: For eigen-vector based CSI compression, the UE calculate CQI assuming unquantized precoders if UE is not capable of decoder inferencing and/or AI decoder model is not available at the UE.  


Conclusion
In the paper, we discuss the potential specification impact on CSI compression and CSI prediction use case. The proposals are: 

Proposal 1: The study of AI/ML based CSI compression specification impact can use the legacy CSI feedback signaling framework as a starting point.

Proposal 2: Model update using training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  

Proposal 3: To facilitate future discussion on necessity and benefit of each training collaboration type, 
· Further categorize the training collaboration type 1 as: 1a-training at UE side, 1b-training at NW side. 
· Further categorize the training collaboration type 3 as: 3a-UE first and 3b-NW first.  

Observation 1:  Training collaboration type 1 with model weight update enables smaller AI model with per-cell/per-site inferencing.  

Observation 2:  Training collaboration type 3 achieve better engineering separation between UE and NW vendors.  

Proposal 4: For training collaboration type 3, for UE/NW first training, the UE/NW can update the model with newly collected data and send the new training dataset with model ID or dataset ID together with version number or time stamp for NW/UE side training.  

Proposal 5: Consider following CSI-RS configuration enhancement for data set collection at UE side.
· Enable training assisted information in CSI-RS configuration. 
· Enhance CSI-RS reliability with repetition.
· Enable cell specific CSI-RS for AI based data collection. 

Proposal 6: For data set collection at the NW side, SRS based channel measurement is preferred.  

Proposal 7: At least for training collaboration type 1 where CSI generation/reconstruction model are trained at the NW side and delivered to the UE, input-CSI-NW including potential pre-processing needs to be signalled.

Proposal 8: At least for training collaboration type 3 with NW first training, input-CSI-NW should be specified to facilitate training dataset generation at NW side.  

Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE/ input-CSI-NW: 
Option 1: Precoding matrix
1a: The precoding matrix in spatial-frequency domain 
1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
	Option 2: Raw Explicit Channel matrix (i.e., full Tx * Rx MIMO channel)
2a: raw channel is in spatial-frequency domain
2b: raw channel is in angular-delay domain 


Proposal 10: NW can configure AI based CSI compression with enhanced MIMO related RRC configuration. Maximum UCI payload size can be configured to the UE.  

Proposal 12: For eigen-vector based CSI compression, it is desirable to limit the max size per rank similar to e-type II.  

Proposal 13: For eigen-vector based CSI compression, NW configure the maximum UCI size and list of candidates NN IDs via RRC configuration. 

Proposal 14: For eigen-vector based CSI compression, the UE determine which AI model to use based on rank and include the model ID as part of the CSI report. 

Proposal 15: For CSI compression where full channel information is feedback, the UE calculate and report an open loop CQI for inference level report. 

Proposal 16: For eigen-vector based CSI compression, the UE calculate CQI assuming unquantized precoders if UE is not capable of decoder inferencing and/or AI decoder model is not available at the UE.  
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