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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
In RAN#109e [2], the following agreements were reached.
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

[bookmark: _Hlk127527932]In RAN1#110[3] the following agreements were reached. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  

In RAN1#110e-bis[4] the following conclusions were reached
Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

Potential specification impact for CSI compression with two-sided model
There are several left-over issues from the last meeting regarding potential spec impact for CSI compression. For most of these proposals there was a general agreement among the companies so hopefully they can be agreed with minimum discussion. 

Training collaboration

In the previous meeting the model transfer was still under discussion in 9.2.1 however in this meeting we expect discussion in  9.2.1 to finalize regarding model transfer so that we can discuss any specification impact for the two-sided model use case with training collaboration type 1. 
Proposal 1: In CSI compression using two-sided model use case with training collaboration type 1, further study potential specification impact on:
· Protocol and signalling mechanism to enable CSI compression specific model transfer. 

In the previous meeting the exact definition of Model ID and what is included in it is under discussion. In this meeting we expect 9.2.1. to provide a clear definition of model ID so this proposal should be acceptable.
Proposal 2: In CSI compression using two-sided model use case with training collaboration type 2, further discuss necessity, feasibility, and potential specification impact to facilitate offline training including at least:  
· Format definition of information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., target CSI format, latent vector format, quantization/de-quantization method etc.  
· Format definition of gradients for forward and backward propagation 
· Model ID exchange between UE and NW

We believe that for training collaboration type 3 for network first training it is best if we focus first on Alt1 i.e. NW generate training dataset to enable UE side supervised learning. We can add other options later if time permits.
Proposal 3: In CSI compression using two-sided model use case with training collaboration type 3, for NW first sequential training, further study the following options for UE side CSI generation model training:   
· NW generate training dataset to enable UE side supervised learning. 

It is important to discuss the necessity, feasibility, and any spec impact for sharing the training dataset, quantization/de-quantization related information or any other relevant information between the entities to support model training. 
Proposal 4:  In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Quantization/de-quantization related information
· Note: other aspects are not precluded.  

Finally, for the CSI compression we should discuss the pro/con for the different training collaboration type based on various aspects such as proprietary models, dataset privacy, site-specific models, device specific optimization etc. 
Proposal 5: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework

Data Collection

The proposal presented in the previous meeting used several terminologies not defined before. Therefore, we think it is better to provide a definition or a note in the proposal regarding terms such as dataset ID, configuration ID, scenarios ID.

Observation 1: Provide definitions for the following terms 
· dataset ID
· configuration ID
· scenarios ID.

Performance monitoring, model update, activation/de-activation/switching and other topics

To determine the performance of the AI/ML model the reporting from both the UE and NW side should be supported. The UE can provide the actual target CSI value with the CSI report while the NW can provide the output CSI to the UE. Furthermore, we should study the specification impact for performance monitoring using the existing CSI feedback scheme such as Rel-16 Type II as the reference. 

Proposal 6:  In CSI compression using two-sided model use case, potential specification impact for intermediate KPIs based monitoring including at least:
· UE occasionally reports the target CSI connected to a CSI report.
· NW occasionally send the output CSI to UE 
· Feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression

Proposal 7:  In CSI compression using two-sided model use case, further study potential specification impact needed to enable model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.

Finally, we should study any specification enhancements regarding CSI-RS configuration, CSI reporting configuration and CSI Processing procedure. 
Proposal 8: The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations
· CSI reporting configurations 
· CSI processing procedures.   
· Other aspects are not precluded. 


Conclusion
In this contribution, we discussed a sub-use case on CSI feedback enhancements related to CSI compression. We made the following observations and proposals.
Proposal 1: In CSI compression using two-sided model use case with training collaboration type 1, further study potential specification impact on:
· Protocol and signalling mechanism to enable CSI compression specific model transfer. 

Proposal 2: In CSI compression using two-sided model use case with training collaboration type 2, further discuss necessity, feasibility, and potential specification impact to facilitate offline training including at least:  
· Format definition of information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., target CSI format, latent vector format, quantization/de-quantization method etc.  
· Format definition of gradients for forward and backward propagation 
· Model ID exchange between UE and NW

Proposal 3: In CSI compression using two-sided model use case with training collaboration type 3, for NW first sequential training, further study the following options for UE side CSI generation model training:   
· NW generate training dataset to enable UE side supervised learning. 


Proposal 4:  In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Quantization/de-quantization related information
· Note: other aspects are not precluded.  

Proposal 5: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework

Observation 1: Provide definitions for the following terms 
· dataset ID
· configuration ID
· scenarios ID.

Proposal 6:  In CSI compression using two-sided model use case, potential specification impact for intermediate KPIs based monitoring including at least:
· UE occasionally reports the target CSI connected to a CSI report.
· NW occasionally send the output CSI to UE 
· Feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression

Proposal 7:  In CSI compression using two-sided model use case, further study potential specification impact needed to enable model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.

Proposal 8: The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations
· CSI reporting configurations 
· CSI processing procedures.   
· Other aspects are not precluded. 

Reference
[1] RP-213599 Study on AI/ML for Air-Interface, RAN#94e.
[2] RAN1#109-e Chair’s Notes, e-meeting May 9-20th, 2022
[3] RAN1#110 Chair’s Notes, August 22nd – 26th, 2022.
[4] RAN1#111bis-e Chair’s Notes, October 10th – 19th, 2022.


