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Introduction
[bookmark: _Hlk115101442]In RAN1#111 [1], a few agreements and conclusions were reached corresponding to AI/ML-based CSI enhancement, focusing on down  selecting the  sub-use cases supported for AI/ML for CSI feedback, as well as other details corresponding to specification impact for CSI compression sub-use case, as follows
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW.




Moreover, the following conclusions were reached in RAN1#110bis-e as part of discussions in agenda 9.2.2.1
	Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc.



In this contribution document, we further discuss our views on the potential sub-use cases of AI/ML for CSI feedback based on the agreements and conclusions reached in the previous RAN WG1 meetings. Moreover, we discuss our views on key aspects of AI/ML-based CSI feedback in terms of the potential specification impact.
AI/ML-based CSI compression sub-use case
[bookmark: _Hlk100228640][bookmark: _Hlk115108648]In this section, we discuss the potential specification impact corresponding to AI/ML-based CSI feedback compression in both space and frequency domains. Mainly, we discuss the potential specification impact corresponding to the AI model training mode, AI-based CSI reporting setting, AI-based CSI reporting, as well as a few other aspects of CSI framework. Hereafter, we mainly focus on the spatial-frequency CSI compression sub-use case, which has already been agreed to be studied in RAN1#109-e [2].
2.1 Quantization method for CSI compression 
One issue to be discussed is the specification impact corresponding to quantization of the output of the AI/ML model from UE side, for instance whether the quantization/dequantization methods are aligned across UE and network sides. In our opinion, the quantization/dequantization method of the model output as well as the mapping of the quantized values should be pre-configured prior to feeding back the CSI model output. 
The quantization/dequantization method of the AI/ML model output is pre-configured prior to CSI feedback process  
In legacy Rel-16 eType-II codebook and Rel-17 FeType-II codebook, the CSI feedback is designed such that the maximum payload for Rank values 2-4 is the same, to help reduce the variation in UCI overhead for different UE-reported rank values, as well as ensure a more efficient allocation of the UCI overhead. In our opinion, the AI/ML-based CSI feedback design should strive to meet the same design aspect. For a more constructive discussion, we provide four different alternatives for the dependence of the quantization method on the reported rank, as follows:   
· Alt1. Layer-common, Rank-common quantization. a common quantization scheme for all layers, which applies for all rank values RI, as shown in Table 1.
	
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI = 1
	Scheme 1
	
	
	

	RI = 2
	Scheme 1
	Scheme 1
	
	

	RI = 3
	Scheme 1
	Scheme 1
	Scheme 1
	

	RI = 4
	Scheme 1
	Scheme 1
	Scheme 1
	Scheme 1


[bookmark: _Ref118532824]Table 1. Illustration of Alt1 quantization method
· Alt2. Layer-common, Rank-specific quantization. Up to RI quantization schemes are supported for different RI values, with all layers sharing the same quantization scheme applied to all layers for a given RI. An illustration example is provided in Table 2.
	RI
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI = 1
	Scheme 1
	
	
	

	RI = 2
	Scheme 2
	Scheme 2
	
	

	RI = 3
	Scheme 3
	Scheme 3
	Scheme 3
	

	RI = 4
	Scheme 4
	Scheme 4
	Scheme 4
	Scheme 4


[bookmark: _Ref118532920]Table 2. Illustration of Alt2 quantization method
· Alt3. Layer-specific, Rank-common quantization. Up to RI quantization schemes are supported for different layers of a given RI, with a given layer l having the same AI model configuration for any RI value. An illustration example is provided in Table 3.    
	· 
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI = 1
	Scheme 1
	
	
	

	RI = 2
	Scheme 1
	Scheme 2
	
	

	RI = 3
	Scheme 1
	Scheme 2
	Scheme 3
	

	RI = 4
	Scheme 1
	Scheme 2
	Scheme 3
	Scheme 4


[bookmark: _Ref118532953]Table 3. Illustration of Alt3 quantization method
· Alt4. Layer-specific, Rank-specific quantization. Up to  quantization schemes are supported, with an independent scheme applies per layer and per RI value. An illustration example is provided in Table 4.   
	· 
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI = 1
	Scheme 1
	
	
	

	RI = 2
	Scheme 2
	Scheme 3
	
	

	RI = 3
	Scheme 4
	Scheme 5
	Scheme 6
	

	RI = 4
	Scheme 7
	Scheme 8
	Scheme 9
	Scheme 10


[bookmark: _Ref118533200]Table 4. Illustration of Alt4 quantization method
Given the alternatives above, it is clear that Alt1 is the most straightforward approach, however it has a disadvantage of large variation in CSI feedback overhead size and complexity based on the supported RI value(s). Alt4 is the most generalized, flexible approach at the expense of higher complexity and configuration signaling to support a large number of quantization schemes. Alt2 uses a common quantization scheme for all layers based on the UE-selected RI value, with the advantage of using a single model per CSI feedback occasion with a given RI value, as well as enabling a fixed CSI feedback overhead by controlling the quantization resolution based on the selected RI value. One disadvantage of Alt2 is that the complexity is high if the RI value and the precoding matrix are being jointly selected, since the UE may need to recalculate CSI for a given layer, e.g., recalculate layer 0 up to 4 times, to compute the KPI for different possible RI values. Finally, Alt3 applies multiple quantization schemes for different layers of a given RI value, however the quantization scheme applied for a given layer l is fixed for all RI values. The two advantages of Alt3 are that no CSI recalculation is needed based on the RI value selection at the UE, since the quantization scheme for a given layer l is fixed, and moreover the first layers corresponding to the strongest eigenvectors can be processed with a higher resolution, which have a major role on the overall performance. However, Alt3 clearly does not reduce the CSI feedback overhead variations across different RI values, due to fixed design per layer index

Study different alternatives for quantization/dequantization methods for CSI compression, considering rank common/specific design, as well as layer common/specific design  

2.2 AI model performance monitoring and scheme adaptation
Model monitoring and model adaptation are key processes in AI/ML framework to ensure robust performance against channel variations. Due to channel variations over time, model adaptation is needed to track the CSI feedback quality under a given model configuration, and based on the CSI feedback quality, different model update and/or scheme adaptation levels can be triggered to recover the CSI quality. For instance, the following scheme adaptation levels can be considered:
· Level-0: No AI model change. This applies when the performance based on the same AI model is stable
· Level-1: CSI parameters update. Under this level, the AI model is unchanged, but a few parameter changes are applied, e.g., modifying the quantization resolution 
· Level-2: Model parameters update. Under this level, the structure of AI model is unchanged, but some weight or parameters of the AI/ML model might be updated 
· Level-3: AI model switching. Switching from one AI model to another from a set of pre-configured AI models to track changes in channel, e.g., change in channel model behavior.
· Level-4: Fallback to non-AI scheme. This is the most extreme scheme adaptation level possible, in which the UE is switched to a legacy non-AI CSI feedback scheme, e.g., Rel-16 eType-II codebook.
As stated above, four different model adaptation decisions should be supported as an outcome of the model monitoring process. The four model adaptation decisions, and the corresponding model monitoring output, need to be studied.
Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
[bookmark: _Hlk118213035]Based on the categorization above, our preference is to consider the fallback mechanism to non-AI CSI feedback scheme as a part of the AI model monitoring/scheme adaptation mechanism. 
Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
One other aspect of AI model performance monitoring is whether the monitoring is pursued at the network side or at the UE side. Moreover, whether the network side or the UE side, or both, can trigger a model update, needs to be studied. In our understanding, network-based model update should be always supported as a default behavior, and since the UE would feed back the CSI to the network, it is also assumed that network-based performance monitoring is supported by default. 
Network-based performance monitoring and model adaptation are supported by default
In order to improve the AI model performance monitoring process, the network side may configure the UE side with measuring and reporting some parameters, e.g., performance metrics, as part of the CSI feedback. The network can then take model update and/or scheme adaptation decisions based on the CSI feedback. Alternatively, the network may measure a specific metric and send it to the UE.  One other option is to support event-triggered scheme adaptation, in which the scheme is updated based on a pre-determined event that automatically triggers a model update. Further details can be studied in upcoming meetings.
Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring

2.3 AI model training node
In RAN1#110 [3], three training collaboration types were agreed to be further studied for CSI compression, whereas in RAN1#111 it was agreed to deprioritize Type 2, as follows
· Type 1. Joint training of the two-sided model at a single side/entity, e.g., UE side or network side.
· Type 2. Joint training of the two-sided model at network side and UE side, respectively.
· [bookmark: _Hlk127431984]Type 3. Separate training at the network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
One advantage of Type 3 training collaboration type is that it maintains some AI model design privacy across UE and network sides, since the model is not explicitly shared across UE and the network entities. Moreover, an important aspect that needs to be considered to ensure a fair comparison when studying the training collaboration types is whether the communication between the network and UE sides during model training is happening over the NR air interface, or via proprietary signaling, e.g., between two nodes on the cloud. If the communication is assumed to be over the NR air interface, the communication overhead corresponding to the different training collaboration types needs to be carefully studied. On the other hand, if the communication is assumed to be based on proprietary signaling, the latency corresponding to transmitting the dataset needs to be taken into account.
Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between the network and UE sides during model training and model adaptation occurs over the NR air interface or via proprietary signaling
Considering Type 1 collaboration level, one important aspect that needs to be studied is whether the model training is pursued at the UE side or at the network side. In our understanding, different assumptions exist on the means in which the model training is pursued, including simulation-based model training, or real-time model training based on channel measurement/reporting over the air interface. In this section, we focus on real-time model training, since simulation-based model training can be largely handled with marginal specification impact. Given that, two alternatives are discussed/compared that differ in the node handling the AI-based model training, as follows
· The AI model is trained at the UE side. This alternative may appear reasonable since the UE would possess training data based on the received CSI-RS symbols based on legacy channel measurement framework. However, the memory and computational complexity requirements for this operation would be significant, since a new AI model should be re-trained whenever the environment changes, e.g., change of the UE location/orientation, LoS/NLoS link type, and outdoor/indoor status.
· The AI model is trained at the network side. One advantage of this approach is that the network is expected to possess significantly more power and computational capabilities compared with a UE, and hence can manage training the AI model, as well as store larger training datasets. Moreover, since most network nodes are assumed to be fixed, the environment with respect to the network node is expected to be static (from a perspective of a network node with a fixed location, orientation, and coverage area), and hence a similar AI model can be applicable to UEs within a specific region/area of the cell for a reasonable period of time. The one challenge with this approach is related to obtaining the training data at the network node, especially for FDD systems in which the UL/DL channel reciprocity may not hold. Note that under this setup, the overhead corresponding to feeding back the training data from the UE to the network should be considered as one of the metrics when assessing the efficiency of an AI/ML model. 
[bookmark: _Toc100923933][bookmark: _Toc100923999][bookmark: _Toc102128540][bookmark: _Toc102128587]Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration 

2.4 CSI reporting configuration 
In NR, a UE configured with feeding back a CSI report to the network is expected to receive a CSI reporting setting that identifies the CSI-RS resource(s) corresponding to channel/interference measurement, the report quantities that are expected to be measured by the UE based on the configured CSI-RS resource(s), the format(s)/codebook type corresponding to each of the configured reporting quantities, as well as the time-domain behavior of the CSI report(s) that are expected to be fed back by the UE. For AI/ML-based CSI reporting, enhancements to the CSI reporting configuration are needed for specification-dependent collaboration levels. Below we provide a few alternatives
· Alt1. Introduce a new reporting setting for AI/ML-based CSI feedback. This approach is more convenient in case the AI-based CSI feedback scheme requires exchanging a significant number of AI/ML-based parameters, e.g., model transfer corresponding to exchanging AI model parameters. For instance, for a two-sided AI model based on an auto-encoder approach, exchanging the parameters corresponding to the decoder part, assuming the training is at the network side, should be signaled in a standalone AI-based configuration.
· Alt2. Reuse the CSI reporting setting framework. This alternative is more suitable for signaling channel-related configuration parameters that need to be shared with the UE to operate the AI/ML-based CSI compression. For instance, the shared information can be related to mapping/associating the compressed CSI feedback to the corresponding CSI report quantity, as well as information corresponding to the channel dimensions, as well as the corresponding resolution in time/frequency. 
· Alt3. Use both a new reporting setting for AI/ML-based CSI feedback and an updated CSI reporting setting. This alternative can be used for an approach in which an AI/ML-based CSI feedback is supported in conjunction with a fallback scheme based on legacy CSI feedback. Similar to Alt1, AI/ML-based parameters would be reported in the new AI-based reporting setting, whereas channel-based parameters are reported as part of a modified CSI reporting setting. 
In our opinion, a selection based on the alternatives above should be based on the design details of the AI/ML-based CSI compression scheme, and hence should be deferred until more details of the AI/ML-based spatial-frequency CSI compression scheme are clarified
[bookmark: _Toc100923938][bookmark: _Toc100924004][bookmark: _Toc102128546][bookmark: _Toc102128593]Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework 

2.5 CSI reporting
For potential scenarios in which the network and UE sides would share over-the-air information corresponding to the AI/ML-based CSI feedback mechanism, the fields of a CSI report are expected to change compared with a conventional NR-based CSI report. Examples of such potential discrepancies are as follows,
· Whether feedback corresponding to AI-based CSI parameters would be classified as a CSI report, or a different report type, e.g., AI-based report. 
· Introducing a new codebook type corresponding to the AI-based CSI feedback report comprising PMI information, e.g., a Type-III codebook, to support an autoencoder scheme assuming a two-sided model.
· For a case where the UE is configured to feed back real training data of the CSI to the network, whether a CSI report includes CSI parameters corresponding to both training data and legacy PMI information.
· Introducing new CSI fields in the CSI report, as configured in the CSI reporting setting, e.g., AI-based auto-encoder/NN parameters. 
· Signaling a computational complexity metric, e.g., number of CPUs, that quantifies measurements and/or computations corresponding to an AI-based CSI report, as well as the number of AI-based CSI reports that can be computed by the UE simultaneously across one (or all) CCs
[bookmark: _Toc100923939][bookmark: _Toc100924005][bookmark: _Toc102128547][bookmark: _Toc102128594]Study potential CSI report characteristics for AI-based CSI compression under different network-UE training collaboration levels  
One other important aspect of CSI feedback is specifying the set of parameters to be reported in the CSI report. For instance, most legacy codebook types are decomposed into two CSI report parts which are encoded separately, where Part 1 has a fixed size that is smaller than the Part 2. On the other hand, the size of the Part 2 can be flexible based on the CSI parameter values, e.g., reported RI value, however a parameter that identifies the size of Part 2 must be identified in Part 1 of the CSI report to avoid unambiguous decoding. Furthermore, Part 2 may include multiple groups of CSI bits based on the included parameters, which facilitates partial UCI omission if the CSI report size is larger than the UCI resources allocated for CSI feedback, i.e., a subset of the groups are omitted from the CSI report to fit the CSI feedback within the UCI allocated bits. For example, for Rel-16 eType-II codebook, the mapping order of CSI fields is provided in Table 5.
	Part 1
	CRI (if reported)

	
	RI

	
	WB CQI

	
	SB CQI (if reported)

	
	Total number of non-zero coefficients across all layers “KNZ”

	Part 2, Group 0
	Spatial domain (SD) oversampling values “(O1, O2)”

	
	One set of SD basis indices (columns of a DFT matrix)

	
	RI strongest coefficient indicator (SCI) values, one per layer

	Part 2, Group 1
	RI reference amplitude coefficient values, one per layer

	
	RI sets of frequency domain (FD) basis indices (columns of a DFT matrix), one per layer

	
	First group of differential amplitude coefficient values corresponding to higher priority FD basis indices

	
	First group of differential phase coefficient values corresponding to higher priority FD basis indices

	
	First group of non-zero coefficient bitmap values corresponding to higher priority FD basis indices

	Part 2, Group 2
	Second group of differential amplitude coefficient values corresponding to higher priority FD basis indices

	
	Second group of differential phase coefficient values corresponding to higher priority FD basis indices

	
	Second group of non-zero coefficient bitmap values corresponding to lower priority FD basis indices


[bookmark: _Ref127461676]Table 5. Mapping order of CSI fields corresponding to Rel-16 eType-II CB reporting on PUSCH
For AI-based CSI reporting, the CSI feedback parameters may not follow the same categorization as that of legacy NR codebooks, however a similar decomposition of the CSI feedback to multiple parts/groups may be needed. For instance, the output of the AI model encoder may correspond to Part 2 of the CSI report, whereas Part 1 would include auxiliary information that characterizes the AI encoder output, e.g., RI, CQI as well as the size of the sequence corresponding to the encoder output. Further details on the parameters can be further discussed based on the AI model design details
For the mapping order of CSI fields corresponding to AI-based spatial-frequency CSI compression, the CSI feedback is composed into two parts:
· Part 1: comprising RI, CQI and size of CSI Part 2, where the size of CSI Part 1 is fixed
· Part 2: comprising the AI encoder output, where the size of Part 2 is indicated in CSI Part 1  
Furthermore, in order to ensure the sequence of bits corresponding to the AI encoder output can fit within the UCI resources, the following alternatives can be considered:
· Alt1. The size of the encoder output is fixed for different CSI parameters, e.g., different RI values. This requires an adaptive AI model design that modifies the compression level of the CSI feedback so that the length of the output sequence is insensitive to channel characteristics and the UE-indicated RI value
· Alt2. The encoder output is partially decodable to enable UCI omission, e.g., the sequence of bits that correspond to the AI encoder output can be further decomposed to two sub-sequences, where the first sub-sequence contains information that provides partial information about the CSI, e.g., the first sub-sequence contains information corresponding to the first  layers. Alternatively, the first sub-sequence may contain the MSB(s) of the quantized output sequence based on scalar quantization, whereas the second sub-sequence contains the LSB(s) of the quantized output sequence. An example of the mapping order of the CSI fields based on the latter design can be found in Table 6. 
	Part 1
	RI

	
	CQI

	
	Size of Part 2 (encoder output)

	Part 2, Group 1
	First sub-sequence of the AI encoder output corresponding to higher priority information

	Part 2, Group 2
	Second sub-sequence of the AI encoder output corresponding to lower priority information


[bookmark: _Ref127461703]Table 6. Proposed mapping order of CSI fields corresponding to AI-based CSI codebook reporting
Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, or (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback

2.6 CQI reporting
For two-sided AI models under Type-3 training collaboration, separate training at the network side and UE side is assumed, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained separately at the UE and network sides, respectively. One advantage of this collaboration type is that it ensures model privacy and does not require model parameter sharing across the network and UE sides, however it may cause mismatch between the target (nominal) precoding vector(s) assumed at the UE side and the actual precoding vector(s) computed at the network side. To elaborate more, at the UE side, the UE develops a nominal decoder “D1” to compute the nominal precoding vector “v1”, and based on that the UE computes a nominal CQI, e.g., CQI 1, based on the actual channel H and the nominal precoding vector v1, where the CQI value is reported to the network side, as shown in Figure 1. 

[bookmark: _Ref127461547]Figure 1. Computation of the nominal precoding vector based on UE-side nominal decoder
On the other hand, at the network side, the network develops an actual decoder “D2” to compute the actual precoding vector “v2”, as shown in Figure 2.

[bookmark: _Ref127461585]Figure 2. Computation of the actual precoding vector based on NW-side actual decoder
[bookmark: _Hlk127456654]Since D1 and D2 are not necessarily identical, the nominal and actual precoding vectors would not be the same, i.e., v1 ≠ v2 and hence the actual CQI, e.g., CQI 2, is not equal to the nominal CQI fed back by the UE. Given that, the nominal CQI may not meet the target BLER for DL transmission. This may lead to a mismatch between the nominal CQI value reported by the UE and the actual CQI value which is required to meet the target BLER. Considering that, further enhancements are needed for two-sided AI-based CSI compression under training collaboration Type 3 to ensure precise CQI characterization.
Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization in the presence of mismatch between the nominal decoder at the UE side and the actual decoder at the network side
Data collection
One prerequisite of supporting AI-based CSI feedback compression is the availability of sufficient, relevant dataset points to enable model training. Under FDD mode, the CSI-based training dataset points can be collected at the UE side based on received CSI-RS symbols at the UE side, however the UE may be unable to save the dataset points and create large datasets due to memory and complexity limitations at the UE side. Furthermore, for Type-1 training collaboration with network-based training as well as Type 3 training collaboration, the transfer of the dataset to the network may be needed. Given that, signaling the CSI dataset points from the UE to the network may be required for FDD networks under network-based Type-1 training as well as Type-3 training collaboration
For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed

3.1 Training data signaling
Different alternatives exist for dataset signaling between the UE and the network. In this section, we focus on the different alternatives for signaling the CSI-based training dataset from the UE side to the network side, as follows:
· Alt1. Proprietary signaling. The CSI dataset is transferred without specification impact using non-3GPP technologies
· Alt2. Legacy CSI-dataset feedback. The training dataset is inferred from a collection of CSI feedback occasions based on legacy NR codebook-based CSI reporting
· Alt3.  Explicit CSI dataset feedback. The training dataset is signaled via enhanced 3GPP-based dedicated signaling over UL channel(s) 
Note that more than one technique for training dataset signaling may be needed based on the requirements on the dataset size and the latency. For instance, Alt1 (proprietary signaling) of the training dataset may be more reasonable for initial training phases, however it may not be suitable for other stages of the LCM, e.g., model adaptation/update due to latency requirements which may be impossible to meet using proprietary signaling. Alt2, on the other hand, can help provide training dataset without additional specification impact, however the data resolution based on legacy codebook-based CSI reporting may be insufficient to build/train AI models with good performance, and can only be used as auxiliary/side information for acquisition of large-scale channel parameters that are less sensitive to the CSI feedback resolution, e.g., statistical channel delay and/or Doppler characteristics. Alt3 can be supported as part of the LCM of the AI model as part of dataset update and/or validation. Similar to AP CSI reporting over PUSCH under DCI format 0_2, the training dataset can be carried over a PUSCH that is dedicated for training data feedback, i.e., carries no UL data, which can be supported during periods of low network load. 
[bookmark: _Toc127529466]Evaluate schemes related to transfer of CSI dataset for different stages of the LCM
Evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data

3.2 Training data format
One important aspect of training data signaling is the format in which the training dataset points are signaled, which also has some correspondence with the format of the input to the AI model. The following alternatives are provided for CSI data format:
· Alt-A. Legacy codebook-based dataset points. The training dataset is in a form of a collection of codebook-based CSI feedback occasions corresponding to legacy NR codebook types
· Alt-B. High-resolution codebook-based dataset points. The training dataset corresponds to codebook-based CSI feedback information with improved resolution, e.g., a variant of Rel-16 eType-II codebook with new/larger parameter values to achieve higher resolution of the CSI dataset labels, e.g., larger values of L,, , amplitude and phase quantization levels
· Alt-C. Floating point representation of raw CSI data. The training dataset corresponds to raw CSI, e.g., raw channel matrix or channel eigenvectors that are depicted based on a floating-point representation format 
As discussed in the previous section, Alt-A represents the CSI training data in the same format as that of legacy CSI feedback and hence less specification impact is needed, however the data resolution based on legacy codebooks may be insufficient to build/train AI models with good performance, and can only be used as auxiliary/side information for acquisition of large-scale channel parameters that are less sensitive to the CSI feedback resolution, e.g., statistical channel delay and/or Doppler characteristics. Alt-C provides the best CSI representation where the CSI mismatch between actual CSI values and training dataset can be made as small as possible via tuning the floating-point representation, however Alt-B is easier to implement due to the similarity of the corresponding dataset generation to the codebook-based CSI compression techniques that are supported in today’s chipsets, in addition to its higher resolution compared with Alt-A dataset point format. Therefore, further evaluation of the training data format is needed in light of the alternatives provided above
Evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors 
[bookmark: _Toc100923943]Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following proposals:
1. The quantization/dequantization method of the AI/ML model output is pre-configured prior to CSI feedback process
1. Study different alternatives for quantization/dequantization methods for CSI compression, considering rank common/specific design, as well as layer common/specific design
1. Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
1. The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
1. Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
1. Network-based performance monitoring and model adaptation are supported by default
1. Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring
1. Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between the network and UE sides during model training and model adaptation occurs over the NR air interface or via proprietary signaling
1. Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration
1. Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework
1. Study potential CSI report characteristics for AI-based CSI compression under different network-UE training collaboration levels
1. For the mapping order of CSI fields corresponding to AI-based spatial-frequency CSI compression, the CSI feedback is composed into two parts:
· Part 1: comprising RI, CQI and size of CSI Part 2, where the size of CSI Part 1 is fixed
· Part 2: comprising the AI encoder output, where the size of Part 2 is indicated in CSI Part 1
1. Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, or (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback
1. Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization in the presence of mismatch between the nominal decoder at the UE side and the actual decoder at the network side
1. For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed
1. Evaluate schemes related to transfer of CSI dataset for different stages of the LCM
1. Evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data
1. Evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors
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