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Introduction
In RAN1#111 meeting, there were some working assumptions, agreements and conclusions on the general aspects of AI/ML framework, mainly about AI/ML model life-cycle managements (LCM) [1], and much more issues were discussed as summarized in the Feature Leader’s (FL’s) Summary document [2]. Thus, in this contribution, we further share our views on general aspects of AI/ML framework, including new necessary terminologies, LCM procedure, and common performance evaluations metrics.
Common notation and terminologies
Some working assumptions on the terminologies in RAN1#111 meeting are copied below.
	
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


 


In our view, it is not necessary to define ‘Model parameter update’ in addition to ‘Model update’, because the former is included in the latter according to the description above, though they may have different requirements and potential specification impacts. 
As the terminologies for common understanding, ‘model update’ is sufficient to describe the process, including both cases, i.e., parameters updating only and both structure and parameters updating. If only updating parameters only, the description in context with ‘model update with parameters updating only’ is clear enough when needed.
[bookmark: _Toc127436771][bookmark: _Toc127436948][bookmark: _Toc127437092][bookmark: _Ref127435176][bookmark: _Toc127436772][bookmark: _Toc127513252]No need to define the term of ‘Model parameter update’.
About the identification items, as the terminologies for common understanding, we think it could be better to clarify the meaning of ‘Functionality’ in the table with some updates on the name and the Note about the information to be shared.
	Terminology
	Description

	Model functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality and/or AI/ML model may be shared during functionality identification.
FFS: granularity of functionality


[bookmark: _Toc127436773][bookmark: _Toc127513253]Update the term of ‘Functionality identification’ to be ‘Model functionality identification’ and the Note to be ‘Note: Information regarding the AI/ML functionality and/or AI/ML model may be shared during functionality identification’.
The detailed operations, methods and specification impacts on model identification and functionality identification will be further discussed and explained in LCM section below.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]AI/ML Model Life Cycle Management
General LCM procedure
According to the agreements in previous meetings as copied below, the components in LCM was agreed for further study and clarification, and also there have been some discussion whether they need to be studied in (sub-)use case-specific or common way.
	RAN1#110 
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses.
 


In general, the LCM procedure would have different impacts on the air interface for different model types, i.e., single-sided (either Network-side or UE-side) and two-sided models. It is better to have a high level general LCM procedure to cover all the agreed (and to be agreed) components.
[bookmark: _Toc127436774][bookmark: _Toc127513254]Study a general procedure of AI/ML model LCM with agreed components, and gradually extended as the study progress.
Based on the current agreed components/modules in LCM, we suggest a general LCM procedure as shown in Figure 1. Note that not all modules are needed for any selected AI/ML approach.
[image: ]
[bookmark: _Ref118210128]Figure 1 An illustration on the general procedure of AI/ML model LCM
In such general procedure, the AI/ML model for inference is firstly generated in ‘Model generation’ module via local training and/or delivery/transfer from another entity. If the model, e.g., a UE-side model, is expected (or needed) to be managed by Network, it is necessary to share some relevant model information in the ‘Model identification’ procedure and assigned with an ID to facilitate management. In some cases, the model needs to be optimized or compiled on the terminal in ‘Model deployment’ module before being used for inference. Once ready, the model can be used for inference, followed by ‘Model monitoring’. The AI/ML models performance would be monitored with intermediate KPI and/or input data distribution, and conditionally trigger the ‘Model adaptation’ to select, switch or update models. Note that the modules in the procedure may be (sub-)use case specific or common when studying the specification impact as explained below.
[bookmark: _Ref118451005]Data collection
About data collection, there was a conclusion for different purposes in LCM in previous meeting, as copied below. 
	RAN1#110bis
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
 


In some degree, the data collection is a use case specific issue, when interpreting ‘data’ on the air interface. For example, the ‘data’ could be the CSI/eigenvectors for CSI sub use cases and be L1-RSRP values for BM sub use cases. However, there are still some common issues to be discussed here for some basic principles for all use cases.  
An AI/ML model needs to be initially trained with a lot of data collected as a dataset, which can be realized with offline simulation or online field collection. On the other hand, once an AI/ML model is being used for inference, the performance needs to be monitored with data collection, which should be realized in time. If the model needs to be updated, some data for fine-tuning is also needed. 
From specification impact aspect, data collection for initial training can tolerate more delay and have much more data columns than that for inference, monitoring and adaptation. Thus, there would be different requirements and realization methods on the data collection for model initial training, monitoring and adaptation, which need to be studied separately.
[bookmark: _Toc127436775][bookmark: _Toc127513255]Study the requirements and potential specification impact to collect data for model initial training, monitoring and adaptation (e.g., update), separately.
In following, we further discuss the issues of data collection issues for model initial training, monitoring and update, separately, and mainly focus on the common issues among all sub use cases.
· Data collection for model initial training
The expected performance of an AI model is always related with the dataset construction for a given neural network (NN) in some degree. As illustrated in Figure 2, where a NN is initially trained to an AI model with the different datasets, Case A, and the same dataset, Case B, respectively. With the same NN, i.e., model structure, different datasets with different statistics, e.g., from different scenarios/configurations, would result in different performance, which means that AI model 1 would have different performance with AI model 2. On the other hand, in Case B, with the same data set, AI model 3 and AI model 4 with reasonable design would have similar performance if the date set is large enough, even with different model structure with different training complexity.
[image: ]
[bookmark: _Ref126914586]Figure 2 Initial training NN with the same or different data set
It was also agreed to study the specification impact needed to enable a set of specific models to support flexible scenarios, configuration and set as the agreement copied below.
	RAN1#110bis
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.
 


Note that the dataset is always constructed from the offline simulation and/or online measurement within different application scopes, e.g., deployment scenarios, system configurations, sites and zones. Therefore, we suggest using dataset to indirectly associate the scenario/configuration/site/zone with the specific models, as least for the performance evaluation, which is also benefit for the proprietary AI models without details disclosed.
[bookmark: _Toc127436776][bookmark: _Toc127513256][bookmark: _Hlk126824044]Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, at least for performance conformance evaluation.
· Data collection for model monitoring
As agreed in RAN1#110bis, the metrics/methods for AI/ML model monitoring in LCM will be studied per use case.
	RAN1#110bis 
Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE 


For model monitoring, the metrics and methods are different for different use cases. For example, as the intermediate KPIs, the SGCS is used for CSI feedback compression use case, and the estimation accuracy of the Top-1 beam is used for beam management use case. The relevant data for such monitoring could be collected from the measurement results over the air interface, e.g., CSI report. Thus, as a common proposal for all sub use cases, we suggest when studying data collection scheme for model monitoring per sub use case, the current signaling and measurement defined in Rel.17 can used as the starting point.
[bookmark: _Toc127436777][bookmark: _Toc127436954][bookmark: _Toc127437098][bookmark: _Toc127436778][bookmark: _Toc127513257]Study data collection scheme for model monitoring per sub use case and take Rel-17 signaling and procedure as the starting point.
· Data collection for model adaptation (e.g., update)
To enable an AI/ML approach benefit for various scenarios/applications, a set of specific models can be developed as compared to a unified model. 
[image: ]
[bookmark: _Ref127431590]Figure 3 An illustration of data collection for model update
For a UE-side model, a simple model, i.e., less parameters with simple structure, is much more attractive for the storage limitation and less power consumption. To flexibly support different scenarios, a small volume of data can be transferred to fine-tune the deployed model to support the new scenario as illustrated in Figure 3, where the Data set 2 collected within Scenario 2 is used to fine-tune/update AI model 1 to AI model 2 for Scenario 2. Note that the delay is much more sensitive in this case, so we have the proposal to collect the data for model update.
[bookmark: _Toc127436779][bookmark: _Toc127513258]Study the feasibility of the proposed data collection scheme for model update with respect to the payload and delay requirements.
Model generation 
The AI/ML model for inference can be generated via either local training or delivery/transfer from another entity, either of which has different realization methods and potential specification impacts.
· [bookmark: _Hlk126863526]Model local training
In this case, the model, i.e., neural network, would be trained locally, which could be easier and workable for Network than for UEs because of the higher computing power requirement. Note that the data collection for data set construction would play a key role in such local training case, so we need to focus on the data collection schemes for such Network-side models.
[bookmark: _Toc127436780][bookmark: _Toc127513259]Study data collection schemes for dataset construction to initially train the one-sided models, especially the Network-side model.
Once the data set needs to be delivered over the 3GPP air interface, the amount and required quality of transmission of such data set needs to be studied to potentially introduce any enhanced signaling and signals. For the selected sub use cases, the data needs to be possibly collected from the air interface.
· Model delivery/transfer
In this case, the AI/ML model would be initially trained remotely and delivered to the local side. According to different originations, the methods can be classified to be model delivered from 3rd party and transfer over the air interface as explained below.
For the methods to deliver models from the entity out of RAN, e.g., a cloud or core network entity, there are three typical cases as shown in Figure 4. Case A and B mean the model is deployed at Network (Network-side model) and UE (UE-side model), respectively. From the model delivery aspect, there would no direct specification impact on the air interface for these two cases. Case C means that the models (two single-side models or a two-side model) for Network and UE are delivered from the same origination/entity, which could be some specification impact for the model identification as discussed in the section below.  
[image: ]
[bookmark: _Ref126918448]Figure 4 AI/ML model delivery from entity our of RAN, e.g., a cloud or core network entity
For the methods to transfer models over air interface, there are two cases as shown in Figure 5, i.e., download from Network to UE and upload from UE to Network. As the Network-UE collaboration level z, it is expected to have few specification impacts on air interface, such as the model format, size and requirements on the transmission, which is under discussion in RAN2.
[image: ]
[bookmark: _Ref126918561]Figure 5 AI/ML model transfer over air interface
[bookmark: _Toc127436781][bookmark: _Toc127513260]Study the methods of AI/ML model transfer over air interface in RAN2, such as the procedure and relevant signaling interactions.
Note that in practice, an AI/ML model can be delivered from an entity out of RAN and transferred over the air interface. For example, a UE-side model, which is initially trained in an entity out of RAN, e.g., a cloud, is firstly delivered to Network (i.e., Case A in Figure 4), and further transferred over air interface to the UE (i.e., Case A in Figure 5). There should be requirements on the air interface for such model delivery/transfer schemes. Thus, we have the following proposal.
[bookmark: _Toc127436782][bookmark: _Toc127436959][bookmark: _Toc127437103][bookmark: _Toc127436783][bookmark: _Toc127436960][bookmark: _Toc127437104][bookmark: _Toc127436784][bookmark: _Toc127436961][bookmark: _Toc127437105][bookmark: _Toc127436786][bookmark: _Toc127513261]Study the feasibility of the proposed model transfer scheme with respect to the payload and delay requirements on air interface.
Model identification 
The agreements on the model identification in previous meeting are copied below, and also the working assumptions on the two terminologies items copied above.
	RAN1#110bis 
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
 


According to the agreements, multiple AI models need to be developed and supported, no matter for the same functionality or achieving good performance across different scenarios/configurations/sites. Thus, it is necessary to introduce a mechanism to facilitate the management on the multiple AI models. 
In RAN1#111 meeting, there were two working assumptions to identify the models, ‘Model identification’ and ‘(Model) functionality identification’. In our view, they have the same motivation, i.e., to identify something for the common understanding between the NW and the UE. The main difference between them is the granularity of the information available for both sides: ‘Model identification’ would have more precise granularity than ‘(Model) functionality identification’, and the former could not be necessary for the UE-side models, since the model selection can be realized by UE itself within the functionality. 
An illustration to consider both identification methods for an AI/ML model is shown in Table 2, whose columns mean the functionality and the rows mean the potential multiple models. Each element in the table indicates an AI/ML model with explicit ID, i.e., Model ID, composed by a two-level indication, one is for functionality, e.g., CSI, BM, Pos, …, and the other is for the multiple models within the same functionality but applied for different scenarios/configurations/sites.
[bookmark: _Ref118279872]Table 2 Illustration of a table to identify AI/ML models
	
	Model functionalities

	
	CSI feedback
	Beam Management
	Positioning
	…

	AI/ML models
	Model CSI-1
	Model BM-1
	Model Pos-1
	…

	
	Model CSI-2
	Model BM-2
	Model Pos-2
	…

	
	…
	…
	…
	…


[bookmark: _Toc127436787][bookmark: _Toc127513262]Introduce a two-level Model ID, one level is for functionality indication and the other level is for the multiple models within the same functionality.
For the (model) functionality identification procedure, the first level of Model ID is enough to indicate, and if model identification is needed, the full two-level ID is used. Thus, the introduction of two-level Model ID can be well used to identify and algin the models between two sides if needed.
Once identifying the model for both sides, it is necessary to consider the management issues after deployment, which, in some cases, needs to negotiate the relevant information interaction, e.g., assistant data for model monitoring, applicable scenarios/configurations and decisions on model switching. Thus, we think the information regarding the AI/ML model during identification needs to be studied. 
[bookmark: _Toc127436788][bookmark: _Toc127513263]Study the content of the AI/ML model information to be shared during model (functionality) identification process, e.g., assistant data for model monitoring, applicable scenarios/configurations and decisions on model switching.
Model deployment
In RAN1#111, there were much diverse understanding on the process of model deployment, and finally had two relevant terminologies as the working assumption as copied below.
	Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	[bookmark: _Hlk126869900]Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
 


As we know, for any AI/ML approach, the AI model, at least designed via software engineer, needs to be converted into an executable file at the target device where the inference performed as illustrated in Figure 6, which can be regarded as ‘model deployment’ in some degree.
[image: ]
[bookmark: _Ref118289499]Figure 6 Illustration of a model deployment 
The main difference is mainly about whether taking converting into account when denoting ‘deployment’. In practice, the hardware platform for AI approach in the target device, especially UE, could be much diverse, which means that for any designed AI model, described by Python, for example, would be converted to different files according to the different hardware platforms. 
If the hardware platform information of a UE is not available at Network, it is impossible (or at least not optimal) to convert the model into the executable file for the UE. On the other hand, not all UEs may have the capability to convert a model into an executable file. Since it is hard to have a clear preference in this stage without clear understanding on the conversion issue, we suggest discussing the model deployment issues within the discussion on UE capability.
[bookmark: _Toc127436789][bookmark: _Toc127513264]Study the model deployment issues together with UE capability.
Model monitoring and adaptation (i.e., activation, deactivation, switching, selection, update and fallback)
There have been some relevant agreements on the AI/ML model monitoring and LCM issues in the previous meetings as copied below.
	RAN1#111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1#110b
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system erformance KPIs
0. Other monitoring solutions, at least following 2 options.
5. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
5. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
0. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
0. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
13. [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
0. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
 


We understand that the agreements on model monitoring are used as the general guidance for the use cases under study in 9.2.2/3/4, since the requirements, methods and procedures to monitor the model for different use cases and different LCM components could be different. Thus, it is better to discuss the model performance monitoring for each use case together with the performance evaluation and potential specification impact. After enough progress there, we can try to have some general issues for the AI/ML approaches with some common requirements on the Network-UE collaboration. 
[image: ]
[bookmark: _Ref126929759]Figure 7 illustrations on the AI/ML model monitoring for different purposes
In addition, for model monitoring, it is necessary to consider the requirements for different LCM purposes when studying the methods as illustrated in Figure 7, where the output of AI.ML model monitoring could be the metrics agreed above, e.g., intermedia KPIs and/or the input/output data, for decision. 
For example, to activate an AI model, it is necessary to consider when and which model needs to be monitored for activation. For an active model, i.e., under inference, which kind of assistant information and performance threshold is needed to decide deactivating the model. For model selection, how many models need to be monitored for inference, and whether model monitoring is needed or not for model updating. Thus, they could have much different requirements on the model monitoring.
[bookmark: _Toc127436790][bookmark: _Toc127513265]Consider different requirements on model monitoring for different AI/ML model LCM purposes, e.g., model selection, switching and fallback, per sub use case.
Here, we use the term, model adaptation, to include model selection, switching, activation/deactivation and updating (including re-training) to better match the model to the current operating conditions. Similar with model monitoring, the agreements on model adaptation should be firstly studied per use cases. 
Thus, it is better to discuss such issues in each use case together with the performance evaluation and potential specification impact. After enough progress is made, we can consider identifying some common issues for the AI/ML approaches with some common requirements on the Network-UE collaboration.
[bookmark: _Toc127436791][bookmark: _Toc127513266]Study the model adaptation methods in each sub use case, followed by the investigation on the common requirements and specification impacts.
UE capability
In RAN1#110bis meeting, there was a conclusion on the computational complexity for inference, related with the platform and implementation optimization solutions as copied below. 
	Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.
 


Though the details are out of the scope of 3GPP, it is necessary to define some UE capability to indicating the support for possible AI/ML operations. Such indication can be either coarse level, e.g., low/high, or precise level, e.g., whether support some features/components. 
On the other hand, due to the requirements on the computation power for AI/ML approaches, the capability to support flexible complexity should also be supported. As discussed in the model deployment, whether a UE can compile an AI/ML model or not should also be indicated. 
Thus, it is necessary to discuss and define the AI/ML related UE capabilities with reasonable granularity, e.g., computation power levels, per LCM features, and report schemes.
[bookmark: _Toc127436792][bookmark: _Toc127513267]Discuss and define the AI/ML related UE capabilities and reporting schemes.
Common evaluation methodology and KPI
In RAN#110bis-e meeting, there were some agreements on the common KPIs for evaluating the performance of different AI/ML models.
	Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
0. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
0. Overhead (e.g., signaling overhead associated with model monitoring)
0. Complexity (e.g., computation and memory cost for model monitoring)
0. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
0. FFS: Power consumption
0. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



It is well known that compared to conventional approaches, AI/ML-based approaches need more undergo additional steps (e.g., training and other LCM stages) before they can be used for inference. 
Depending on how a model is going to be trained, updated, for example the model may need steps such as collection of the training data, transferring of the samples to a node which does the training, and training/updating of the model itself. All these steps of cause induce some delay in the network. Such effects were not that significant in conventional approaches as they are usually math-based (not data driven) schemes. So, evaluating different approaches, it is essential to have a KPI on the latency of the proposed approach and make sure that these latencies are in agreement with the latency requirement of the system and latency for baseline Rel-17 schemes.  
In RAN#110bis-e meeting, we have already agreed to study the latency KPI for the monitoring stage, and also ever discussed in other LCM functions, e.g., model selection, model selection, activation, deactivation, switching, and fallback operation. What we propose is to update the common KPI proposal to include latency KPI for monitoring step and also other steps of the LCM.
[bookmark: _Toc127436793][bookmark: _Toc127513268]Consider taking latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· [bookmark: _Toc127436794][bookmark: _Toc127513269]Latency 
· [bookmark: _Toc127436795][bookmark: _Toc127513270]Latency for data collection for model training and update.
· [bookmark: _Toc127436796][bookmark: _Toc127513271]Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation.
[bookmark: _Toc127436797][bookmark: _Toc127513272]Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.  
Conclusion
In this contribution, we share our views on general aspects of AI/ML framework with following proposals:
Proposal 1:	No need to define the term of ‘Model parameter update’.
Proposal 2:	Update the term of ‘Functionality identification’ to be ‘Model functionality identification’ and the Note to be ‘Note: Information regarding the AI/ML functionality and/or AI/ML model may be shared during functionality identification’.
Proposal 3:		Study a general procedure of AI/ML model LCM with agreed components, and gradually extended as the study progress.
Proposal 4:	Study the requirements and potential specification impact to collect data for model initial training, monitoring and adaptation (e.g., update), separately.
Proposal 5: 		Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, at least for performance conformance evaluation.
Proposal 6:	 Study data collection scheme for model monitoring per sub use case and take Rel-17 signaling and procedure as the starting point.
Proposal 7:		Study the feasibility of the proposed data collection scheme for model update with respect to the payload and delay requirements.
Proposal 8:	Study data collection schemes for dataset construction to initially train the one-sided models, especially the Network-side model.
Proposal 9:	Study the methods of AI/ML model transfer over air interface in RAN2, such as the procedure and relevant signaling interactions.
Proposal 10:	Study the feasibility of the proposed model transfer scheme with respect to the payload and delay requirements on air interface.
Proposal 11:	Introduce a two-level Model ID, one level is for functionality indication and the other level is for the multiple models within the same functionality.
Proposal 12:	Study the content of the AI/ML model information to be shared during model (functionality) identification process, e.g., assistant data for model monitoring, applicable scenarios/configurations and decisions on model switching.
Proposal 13:	Study the model deployment issues together with UE capability.
Proposal 14:	Consider different requirements on model monitoring for different AI/ML model LCM purposes, e.g., model selection, switching and fallback, per sub use case.
Proposal 15:	Study the model adaptation methods in each sub use case, followed by the investigation on the common requirements and specification impacts.
Proposal 16:	Discuss and define the AI/ML related UE capabilities and reporting schemes.
Proposal 17:	Consider taking latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
				Latency
				Latency for data collection for model training and update.
				Latency for LCM procedures, e.g., model monitoring, update, training  data transfer, model activation, deactivation, switching, and fallback operation.
Proposal 18:	Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.
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