3GPP TSG RAN WG1 #112 		                                    		   R1-2301115
Athens, Greece, Feb. 27th – March 3rd, 2023

Agenda Item:	9.2.4.2
Source:	InterDigital, Inc.
Title:	Designs and potential specification impacts of AIML for positioning
Document for:	Discussion and Decision
[bookmark: _Ref513464071]Introduction
In RAN1#111, the following agreements were made [1].
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



In this contribution, details related to AIML assisted positioning and potential specification impacts are described.
[bookmark: _Hlk101726869]Specification impacts of AIML for positioning.
Specification impacts for different types of AIML model deployments
In RAN1#110be, the following cases are agreed to be studied.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
In AIML positioning, assistance information from the network becomes essential to train and use the trained model for positioning. Assistance information may have impacts on specification. In general, training of a model can be done at the network or UE. For UE-based training, the network provides assistance information for training the model at the UE. 
For UE-assisted training where the UE reports measurements to the network for training, the specification impact may be minimal since the UE can report measurements such as RSRP for configured PRS resources, without knowing that AIML models are being trained. 
[bookmark: _Ref101870122]Table 1 : Locations of training and inference generation and related specification impacts
	case #
	Location of model
	Positioning 
entity
	Direct AIML/ AIML assisted positioning
	Potential specification impacts

	1
	UE
	UE
	direct/assisted
	Signaling enhancements between UE and LMF 

	2a
	UE
	LMF (assisted by UE)
	assisted
	Signaling enhancements between UE and LMF, new measurements

	2b
	LMF
	LMF (assisted by  UE)
	direct
	Signaling enhancement among UE, gNB and LMF,, minimal spec impact is expected.

	3a
	gNB
	LMF (assisted by NG-RAN node)
	assisted
	Transfer of measurements for training/inference generation at gNB, signaling enhancements among UE, gNB and LMF

	3b
	LMF
	LMF (assisted by NG-RAN node)
	direct
	Signaling enhancements between LMF and gNB, minimal spec impact is expected.


From the table above, Case 1, Case 2b and Case 3b may have the minimum specification impact since existing framework (e.g., transfer of measurements, signaling required for positioning) can be reused for AIML positioning. In both cases, AIML based positioning can be done transparently. For Case 1, the UE may need to indicate or the network may need to send a request to the LMF whether the location estimation is derived via conventional positioning methods (e.g., DL-TDOA) or AIML based positioning. For case 1, the network can send a request to the UE to perform positioning using AIML.
Observation 1: For Case 1, a potential specification impact is signaling from the LMF to the UE
For Case 2a, signaling enhancements may be needed to request the UE to return AIML generated measurements or indicators (e.g., LOS/NLOS indicator) for positioning. The measurements reported to the LMF can include predicted or interpolated existing measurements (e.g., RSTD) or unobserved measurements (e.g., ideal RSTD estimated based on the location of TRPs and location of the UE). For this case, the network can send a request to the UE to send measurements that are predicted/estimated by the AIML model. 
Observation 2: For Case 2a, a potential specification impact is signaling from the LMF to the UE
Observation 3: For Case 2a, if new measurement types are specified, there may be specification impacts on measurement report from the gNB and LMF
For Case 2b, the potential specification impacts need to be studied further since it is possible that the existing measurement reporting mechanism via LPP can be reused for training purpose. A variety of PRS configurations is supported in the specification, such as beam sweeping, repetitions, is supported and they can be used for training the AIML model at the network.
Observation 4: For Case 2b, Specification impacts related to signaling and measurements may be minimal or none
For Case 3a, the model is located at the gNB and LMF performs positioning. In this case, there may be specification impacts on measurements reported by the NG-RAN node (e.g, TRPs). For example, the NG-RAN node can report estimate/predicted measurements to the LMF if requested by the LMF. 
Observation 5: For Case 3a, Signaling enhancements between gNB and LMF may be needed 
Observation 6: For Case 3a, if new measurement types are specified, there may be specification impacts on measurement report from the gNB and LMF
For Case 3b, the model is located at the LMF and LMF performs positioning. Similar to Case 2b, the specification may be minimal since measurement reporting from the NG RAN node to the LMF is supported via NRPPa. If UL positioning methods are considered during the training, mechanisms for configurations of SRS for positioning is supported in Rel. 16 and Rel. 17 via RRC. Thus specification impacts can be kept minimal.
Observation 7: For Case 3b, Specification impacts related to signaling and measurements may be minimal or none
Proposal 1: For Case 2a and Case 3a, study specification impacts focusing on signaling and new measurements/indicators reported from the UE/gNB
Proposal 2: For Case 1, study specification impacts focusing on signaling from the LMF to the UE
Procedure for AI/ML positioning
In this subsection, procedures for each type of AI/ML positioning and potential specification impacts are discussed.
Direct AI/ML positioning: UE/network based inference generation
For NW-based inference, it is possible to use legacy UE measurement reports including RSRP and/or timing measurements as an input to AIML model to obtain UE position as inference result. It can be further studied if the AIML model would benefit from any additional measurements/feedback from the UE. If inference generation and training of AI/ML models are done at the network, the specification impact can be kept small since the UE can send necessary measurement reports to the network and network can use measurements for training/inference generation. However it is not clear if a single AIML model can be used at the NW or different AIML models are necessary for different UE implementations. As a result further studies may be required to verify the generalization of AIML model for different UE implementations. 
For UE-based inference (i.e., UE based positioning), possible triggers and configurations (e.g., PRS configuration) related to AIML models from the network are needed to generate inference at the UE. The LMF can also instruct the UE to use AI/ML based positioning to derive the location information. If training of an AI/ML model is done at the UE, whether the network needs to provide any assistance to the UE needs to be studied. If training is done at the network, the network needs to send trained model parameters to the UE. Further study may be needed to address the overhead of model transfer and specification impact. 
Proposal 3: For UE-based inference generation, study a framework to initiate direct AI/ML positioning where the network can assist/trigger training and/or inference generation at the UE
AI/ML assisted positioning
In the proposed AI/ML assisted positioning, the UE or network can generate estimated measurements using AI/ML models.
For UE-assisted positioning, if the UE generates estimated measurements, the UE can report estimated measurements to the network. Whether a trigger or signalling related to AIML models is needed can be discussed in the study since measurement estimation can be transparent in terms of the procedure. The UE should indicate in the measurement report whether the measurements are estimated or actual measurements. For UE-based positioning, the network can signal the UE to initiate AI/ML assisted positioning and generated measurements can be used by the UE for positioning purpose.
Proposal 4: For UE-based/assisted positioning, study a framework to initiate AI/ML assisted positioning where the network can trigger training and/or inference generation at the UE
Proposal 5: For UE-assisted positioning and existing measurements (e.g., RSTD), study a mechanism to indicate whether measurements reported by the UE contain measurements estimated/predicted by the AIML
Validity of trained AIML models
Another important factor to consider is the distribution drift between training data and inference input. In RAN1#110, “AI/ML model monitoring performance metrics” was discussed. It is possible that the performance of the AIML model may degrade when the inference conditions doesn’t match the training conditions. Further study is required to characterize performance of AIML models and define procedures to monitor for possible degradation in AIML performance.  
Proposal 6: Study a framework to monitor for possible degradation in AIML performance 
Input/Output for AIML models
Direct AI/ML positioning
In RAN1#110, two types of AI/ML positioning were identified, namely direct AI/ML positioning and AI/ML assisted positioning. In this subsection, input and output of each AI/ML positioning are described. A use case for direct AI/ML positioning is to use measurements as fingerprints to estimate the UE location. For each location, there may be unique characteristics in measurements and AI/ML may be able to associate the fingerprint and UE location. For measurements, both RSRP per PRS resource and RSTD are proposed. Received power may be susceptible to environment (e.g., weather, obstacle) which can degrade quality of fingerprints. Supplementing RSRP with timing related information (e.g., RSTD) can improve quality of training data. Different types of AI/ML positioning techniques and corresponding inputs and outputs for the AI/ML model are summarized in Table 2. 
[bookmark: _Ref111107572]Table 2 : Input and output for the AI/ML model for AI/ML positioning
	Type of AI/ML positioning
	Input  to AI/ML
	Output (inference) from AI/ML

	Direct AI/ML positioning
	· RSRP/RSRPP for PRS resources from TRPs
	Absolute position of the UE


	
	· RSRP/RSRPP for PRS resources from TRPs
· RSTD for PRS resources from TRPs
	

	AI/ML assisted positioning
	· RSRP/RSRPP for PRS resources
	RSTD/ Ideal RSTD

	
	· RSTD
	Extrapolated/interpolated RSTD



AI/ML assisted positioning
AI/ML assisted positioning can be used to estimate unobservable measurements. For example, the UE may not be capable of providing accurate RSTD measurements. In such a case, the AI/ML model, trained to associate RSRP and RSTD measurements, can provide estimated RSTD measurements to the UE. Different types of estimation of measurements are summarized in Table 2. An example of AIML assisted positioning is shown in Figure 1. In the positioning system illustrated in the figure, AI/ML generates timing measurements based on RSRP measurements. Using the generated timing measurements, the UE obtains its location using DL-TDOA positioning method. 
In Table 2, “ideal RSTD” indicates the RSTD that can be measured in the presence of LOS environment. Based on the locations of UE and TRPs, ideal RSTD can be determined. An AIML model can be trained to generate idea RSTD based on RSRP fingerprints. Evaluation results are shown in our companion contribution [2].
In addition, AI/ML assisted positioning can be used to interpolate or extrapolate/estimate measurements. For example, if the UE makes timing measurements on PRS at every T seconds, AI/ML can be used to estimate measurements at every T/2 seconds. The estimation can be based on timing measurements or fingerprinting measurements such as RSRP. Thus the following proposals are made :
Proposal 7: Study direct AI/ML positioning where at least RSRP, RSRPP for PRS resources and RSTD are used as inputs for AI/ML models
Proposal 8: Study AI/ML assisted positioning where timing measurements are generated based on RSRP fingerprints



[bookmark: _Ref111105554]Figure 1 AI/ML assisted positioning
Truth label : Noisy or partial ground truth
An agreement was made to discuss specification impacts for ground truth label determination. Labels can be placed for ground truth, depending on quality or completeness of the ground truth. For example, for UE-based positioning, the UE can return its location information to the network. The network can use the information as the ground truth for training purpose. 
However, quality of location information must be associated with the location estimate for effective training. In the current specification, quality of location information is not specified, and additional metrics may need to be studied for location information returned by normal UEs. The PRU, as described in TS 38.305 [2], is a UE with known location. There can be a label to distinguish between PRU UE and non-PRU UE (normal UE). The label can be used to distinguish information (e.g., location estimate, measurements) returned by the UEs. Another label can be used to indicate quality of information. For example, uncertainties of measurements or location estimate can vary depending on the condition, or source of location estimate. 
Based on the above analysis, the following proposal is made : 
Observation 8: Ground truth label associated with UE location can be associated with quality/uncertainty of a location estimate
Proposal 9: Support different labels for information associated with PRU and non-PRU (e.g., normal UE)
Proposal 10: Support labels associated with uncertainty of the ground truth 
Conclusion.
In this contribution, the following proposals and observations are made.
Observation 1: For Case 1, a potential specification impact is signaling from the LMF to the UE
Observation 2: For Case 2a, a potential specification impact is signaling from the LMF to the UE
Observation 3: For Case 2a, if new measurement types are specified, there may be specification impacts on measurement report from the gNB and LMF
Observation 4: For Case 2b, Specification impacts related to signaling and measurements may be minimal or none
Observation 5: For Case 3a, Signaling enhancements between gNB and LMF may be needed 
Observation 6: For Case 3a, if new measurement types are specified, there may be specification impacts on measurement report from the gNB and LMF
Observation 7: For Case 3b, Specification impacts related to signaling and measurements may be minimal or none
Observation 8: Ground truth label associated with UE location can be associated with quality/uncertainty of a location estimate
Proposal 1: For Case 2a and Case 3a, study specification impacts focusing on signaling and new measurements/indicators reported from the UE/gNB
Proposal 2: For Case 1, study specification impacts focusing on signaling from the LMF to the UE
Proposal 3: For UE-based inference generation, study a framework to initiate direct AI/ML positioning where the network can trigger training and/or inference generation at the UE
Proposal 4: For UE-based/assisted positioning, study a framework to initiate AI/ML assisted positioning where the network can trigger training and/or inference generation at the UE
Proposal 5: For UE-assisted positioning and existing measurements (e.g., RSTD), study a mechanism to indicate whether measurements reported by the UE contain measurements estimated/predicted by the AIML
Proposal 6: Study a framework to monitor for possible degradation in AIML performance 
Proposal 7: Study direct AI/ML positioning where at least RSRP, RSRPP for PRS resources and RSTD are used as inputs for AI/ML models
Proposal 8: Study AI/ML assisted positioning where timing measurements are generated based on RSRP fingerprints
Proposal 9: Support different labels for information associated with PRU and non-PRU (e.g., normal UE)
Proposal 10: Support labels associated with uncertainty of the ground truth 
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