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Introduction
This contribution presents ETRI’s views on the other aspects on AI/ML for CSI feedback enhancement use case.

Discussion
CSI compression sub-use case
CSI compression is one of the key sub-use cases of AI/ML for CSI feedback enhancement. In this section, we describe the potential specification impacts on the AI/ML-based CSI feedback for the CSI compression sub-use case.

Training collaborations
Three training collaboration types are defined in RAN1#110 as follows.
	· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by the UE side and network side, respectively.



For the training of two-sided AI models for CSI compression, separate training at NW and UE sides is under consideration as the training collaboration type 3. Specifically, the current discussions on the training collaboration type 3 are mainly focused on sequential training, i.e., UE-first and NW-first training. There is an additional training type under the training collaboration type 3, which is parallel training where the training is done by NW and UE sides parallelly without distinguishable order.

Sequential training is achieved by sharing mapping information (e.g., latent variable or CSI feedback payload) of the training data (e.g., eigenvectors). The mapping information can be generated by either UE-side or NW-side. However, the delivery of training data and its mapping information can be a burden for the online development of AI models due to the overhead to exchange. Moreover, the eventual performance of sequentially trained AI models is upper-bounded by the first training entity, since the mapping information is determined by the first entity.

Parallel training is achieved by the property of the latent spaces which are generated by the AI models. For example, when the latent space can be aligned among independently trained entities, AI models for the encoder and decoder can be trained independently. Parallel training allows training two-sided AI models with low communication overhead because it requires no or small size of common reference information between training entities compared to sequential training. Parallel training also allows multi-vendor training much faster and easier since no or a small amount of common dataset sharing among the entities is only required for the training of multiple vendors (e.g., different NW and UE vendors). An exemplary AI model, training method, and initial results of the AI model are in our companion’s contribution [7]. 

Observation 1: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows the training of separated AI models with low communication overhead.

Observation 2: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows training of separated AI models of multiple vendors faster, easier, and with less overhead than the other training collaboration types.

Proposal 1: Study the potential specification impacts on the training collaboration type 3 with parallel training.

Training dataset collection
During RAN1#110, an agreement on the data collection is made as follows [3].

	In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.



For AI model training, a large amount of training dataset is required. In our view, the training dataset can be naturally collected on UE-side. UE can measure the downlink channel using CSI-RS and generate channel information or eigenvectors. In the channel measurement, UE only can apply realistic channel estimation and the ideal channel information is hardly obtained for the training. The objective of the CSI compression sub-use case is the accuracy of reconstructed CSI to the target CSI from ideal channel estimation and is also captured as the final and intermediate KPI. 

Proposal 2: Consider further studies on performance improvement of AI models with training datasets from realistic channel estimation.

For further optimization of the performance of AI models which are trained with datasets from realistic channel estimation, additional assisted signaling can be required in the CSI-RS configuration for data collection for training. 

Proposal 3: Consider the assisted signaling for UE’s data collection for performance improvement of AI models with training datasets from realistic channel estimation.

One possible performance improvement method is training AI models to additionally remove the noises from the realistic channel estimations. Although clear targets are normally required for training the denoising function, the clear target (i.e., target CSI from ideal channel estimation) is not available in general. In Noise2noise [2], a training method for denoising without clear targets is introduced, which utilizes sample pairs that experienced independent noise processes. To apply such a training method in training AI models for CSI compression, obtaining a training dataset of sample pairs is required.

Observation 3: One possible performance improvement of AI models with training datasets from realistic channel estimation, is training a denoising function additionally.

Observation 4: To train the additional denoising function of the AI model for CSI compression, obtaining a training dataset with pairs can be required.

UCI generation
For the report of downlink CSI made by AI models, UCI needs to be generated on UE-side. CSI-related contents of UCI include RI, CQI, LI, PMI, etc. 

Determination of RI and CQI is performed by UE which uses the reporting PMI and the determined RI and CQI have a dependency on the reporting PMI. When the CSI is compressed by two-sided AI models, UE may not have NW-side model (when the AI-models are separately trained), in which case the problem is the output CSI (i.e., reconstructed PMI at NW-side) is unpredictable from the UE point of view. In such case, UE can determine CQI using target CSI from the realistic channel estimation. However, when the AI model is not the vanilla autoencoder (which targets the input CSI as an output CSI), UE does not know the target CSI. For example, Denoising Autoencoder for improving performance of realistic channel estimation can be applied, and in such case, UE cannot infer what the target CSI is. In our view, we can also consider the case that UE calculates CQI using the input CSI.

Proposal 4: In CSI compression using two-sided AI model, further study the following option for CQI determination in CSI report, if CQI in CSI report is configured.
· CQI is NOT calculated based on the output CSI from the realistic channel estimation, including:
· CQI is calculated based on input CSI

For the UCI payload generation, as in the legacy CSI report, NW can configure the maximum UCI payload size and UE can generate the UCI payload within the maximum UCI payload size. Besides, AI models for CSI compression may have capability to generate various size of CSI payload and this will be evaluated in the evaluation study of this study item. By the generalization capability of various size of CSI feedback, UE may dynamically adjust the UCI payload sizes. In that case, the details of the UCI payload (e.g., quantization-related information of encoder output) should be delivered to or shared with NW for proper reconstruction at the NW-side.

Proposal 5: In CSI compression using two-sided AI model, further study the following potential specification impacts on UCI configuration.
· UE generates the UCI payload within the maximum UCI payload size. UE delivers to or shares details of the UCI payload (including quantization-related information)

One example of how the UE can dynamically adjust size of UCI payload is by setting asymmetric quantization levels for the encoder output. For proper reconstruction in NW-side, information on quantization may be additionally delivered to NW-side, or NW may infer the quantization-related information using the size of the received UCI payload.

Observation 5: By setting asymmetric quantization levels for the encoder output allows dynamic adjustments of UCI payload.


Conclusion
In this contribution, ETRI’s views on other aspects of AI/ML framework for CSI feedback enhancement use case were shown and the following proposals and observations were made:

Proposal 1: Study the potential specification impacts on the training collaboration type 3 with parallel training.

Proposal 2: Consider further studies on performance improvement of AI models with training datasets from realistic channel estimation.

Proposal 3: Consider the assisted signaling for UE’s data collection for performance improvement of AI models with training datasets from realistic channel estimation.

Proposal 4: In CSI compression using two-sided AI model, further study the following option for CQI determination in CSI report, if CQI in CSI report is configured.
· CQI is NOT calculated based on the output CSI from the realistic channel estimation, including:
· CQI is calculated based on input CSI

Proposal 5: In CSI compression using two-sided AI model, further study the following potential specification impacts on UCI configuration.
· UE generates the UCI payload within the maximum UCI payload size. UE delivers to or shares details of the UCI payload (including quantization-related information)

Observation 1: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows the training of separated AI models with low communication overhead.

Observation 2: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows training of separated AI models of multiple vendors faster, easier, and with less overhead than the other training collaboration types.

Observation 3: One possible performance improvement of AI models with training datasets from realistic channel estimation, is training a denoising function additionally.

Observation 4: To train the additional denoising function of the AI model for CSI compression, obtaining a training dataset with pairs can be required.

Observation 5: By setting asymmetric quantization levels for the encoder output allows dynamic adjustments of UCI payload.
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