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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE sideR1-2212718
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference

· UE to report the measurement results of more than 4 beams in one reporting instance

· Other L1 reporting enhancements can be considered
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.

· Whether and how to initiate data collection 

· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B

· Assistance information from Network to UE (If supported)

· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:

·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 

· Signaling, e.g., RRC-based, L1-based

· Note: Performance and UE complexity, power consumption should be considered

In this contribution, we will provide some discussions on AI/ML for beam management.
2. Discussions 
2.1 Use cases
Beam management involves time domain and spatial domain beam prediction at UE and/or gNB side. In principle, both time-domain prediction and spatial-domain prediction based on AI model can reduce measurement cost under certain accuracy constraint. With limited number of beams in the measurement set (Set B), the beam quality of whole set (Set a) could be predicted.
For BM-Case1 and BM-Case2, DL Tx beam prediction, DL Rx beam prediction and beam pair prediction are all within the scope for FFS. In fact, the different prediction ways are different sub use cases. DL Rx beam is based on UE implementation and hard to be specified. Besides, it is also hard to find the baseline for comparison for Rx beam related schemes. Therefore, for BM-Case1 and BM-Case2, DL Tx beam prediction and beam pair prediction should be provided higher priority than DL Rx beam prediction. 
Proposal 1: For BM-Case1 and BM-Case2, DL tx beam prediction and Beam pare predictions should be supported.
For different schemes, the input of AI/ML model should include at least L1-RSRP and/or Beam ID(s). Other assist information, e.g. UE location, Tx/Rx beam pattern, UE speed, are usually scenario dependent and the accuracy and reliability is not easy to be qualified. In order to avoid the uncertainty and extra AI/ML model training load, any assistant information other than L1-RSRP and Beam ID as the input of AI/ML model should be carefully evaluated. The output of AI/ML model could include L1-RSRP of Top-N beam and their Beam IDs.
Proposal 2: L1-RSRP and Beam ID should be used as baseline for further comparison for BM-Case1 and BM-Case2.
2.2 Potential standard impacts
2.2.1 Data collection

Data collection is important for AI/ML model training. For AI model training and inference at UE side, UE could collect measured data for AI model training. However, for different scenarios/areas, the efficiency of dataset construction for AI model training is not clear yet. There is no consensus that dataset collection should be cell, area or scenario specific. In general, for different scenarios, AI/ML models should be different. When a UE enters a cell, NW could provide some assistant information for data collection and/or AI/ML model selection at UE side. 

Proposal 3: For AI model training and inference at UE side, NW could provide some assistant information for data collection and /or AI model selection at UE side.

2.2.2 Model training
For AI/ML model training at UE side, UE could perform online/offline training. In order to achieve some assistant from NW side, UE could also report some assistant information for model training. The details of assistant information could include the configuration of Set A/B, values of Top-K, dataset related information. With the assistant information from NW, UE could perform AI/ML model training more efficient.

Proposal 4: UE could request AI/ML model training related information, i.e. configuration of Set A/B, values of Top-K, dataset related information, to assist AI/ML model training at UE.

2.2.3 Model transfer
Model transfer from NW to UE could be considered for better performance and fast deployment. NW could have a better understanding of the coverage area and corresponding transmission beam. It is relatively easy to provide a cell-specific AI/ML model for all UEs covered by one gNB. Once a UE enters a cell, the AI/ML model could be transmitted for beam measurement enhancement. The framework of model transfer for BM could follow the study in general part. Some specific information for BM could be discussed in later stage.

Proposal 5: BM specific information for model transfer could be discussed in later stage.
2.3.4 Model monitoring
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, three alternatives are provided for model monitoring with potential down-selection. AI model monitoring for UE-side AI/ML model could be performed by UE directly without system performance degradation. UE could make beam-pair measurement periodically on the predicted top-N beam-pairs and then make related decisions. Alt.1(UE side monitoring) should be considered as baseline. NW side and hybrid monitoring could be FFS.

Proposal 6: For UE-side AI/ML model monitoring, UE side directly monitoring (Alt.1) should be baseline.

For BM-Case1 and BM-Case2 with a NW-side AI/ML model, DL Tx beam prediction is performed and AI model monitoring should be based on the DL Tx beam accuracy. The accuracy of DL Tx beam accuracy could not be directly measured by NW and UE from previous discussions. NW could perform AI model monitoring by system performance monitoring, i.e. throughput, BLER. Some additional UE measurements, i.e. RSRP/SINR for special beams, should also be considered to assist NW side AI/ml model monitoring.
Proposal 7: For NW-side AI/ML model monitoring, system performance related KPI could be considered as baseline.

3. Conclusion
In summary, the following proposals are provided:
Proposal 1: For BM-Case1 and BM-Case2, DL tx beam prediction and Beam pare predictions should be supported.
Proposal 2: L1-RSRP and Beam ID should be used as baseline for further comparison for BM-Case1 and BM-Case2.
Proposal 3: For AI model training and inference at UE side, NW could provide some assistant information for data collection and /or AI model selection at UE side.

Proposal 4: UE could request AI/ML model training related information, i.e. configuration of Set A/B, values of Top-K, dataset related information, to assist AI/ML model training at UE.

Proposal 5: BM specific information for model transfer could be discussed in later stage.
Proposal 6: For UE-side AI/ML model monitoring, UE side directly monitoring (Alt.1) should be baseline.

Proposal 7: For NW-side AI/ML model monitoring, system performance related KPI could be considered as baseline.
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