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1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:

· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality

· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

· FFS: Whether or how to indicate Funtionality

· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption

Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:

· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.

· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.


	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption

	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.2 Collaboration level
After intensively discussions during several meetings, the definition and boundary of different collaboration level is clear. LCM should be considered for both collaboration level y and z. The LCM processes of one-sided and two-sided model are different. For two-side model, CSI compression is a typical use case. In CSI compression using two-sided model use case, there are three AI/ML model training collaboration types. Type 1 Joint training of the two-sided model at a single side/entity has the requirement of model transfer from the training side. For one-sided model cases, there is no conclusion yet for model transfer. For one-side model, model transfer from NW to UE should be considered with higher priority than UE to NW. The benefits of supporting one-sided model transfer from NW to UE side include AI model with good performance for special area and fast AI model deployment. In order to support one-sided model transfer, the specification works are almost the same as two-sided model transfer. AI model format and overhead control related process should be studied and specified. Once two-sided model transfer is supported, one-side model transfer should also be considered.
Proposal 1: Collaboration level z should include one-sided AI model and two-sided AI model cases.
2.3 AI/ML model life cycle management
There are lots of discussions and consensus on the elements of LCM, while for the framework of LCM, some typical scenarios could be identified to provide a whole picture for further study. As discussed in previous meetings, it is well recognized that for one-sided and two-sided models, the framework of LCM is quite different. For one-sided model use cases, LCM processes of AI model(s) at UE side and NW side are also different. Model/functionality identification is necessary for LCM process at UE side while for AI model(s) at NW side, AI model(s) could be transparent to UE. For model selection/activation/deactivation/switching/fallback operation, the situation is similar.

Proposal 2: The framework of LCM should include at least three categories: LCM for two-sided models, LCM for AI model at UE side and LCM for AI model at NW side. 

2.3.1 Data collection
Data collection should consider several aspects, e.g., data collection triggering, data delivery and data quality control. Data collection should also be considered at both UE and NW side. UE side triggering data collection at UE side and NW side triggering data collection at NW side will be implement dependent. UE side triggering data collection at NW side and NW side triggering data collection at UE side should be considered for specification.  For different use cases, the required data type and collection frequency are different. Both RRC signaling based data collection and DCI based data collection could be considered for different use cases. Data collection signaling for multiple use cases should also be considered to save signaling overhead. Moreover, data compression should also be considered for high accuracy data delivery.
Proposal 3: Data collection signaling for multiple use cases should be considered to simplify signaling design.

2.3.2 Model development and training

For one-sided model at NW side, it is a reasonable assumption that AI/ML model is developed and trained at NW side. For one-sided model at UE side, AI/ML model could be developed and trained at UE, NW or propriety server. In order to support AI/ML model from NW at UE, model format/privacy/deployment/fine-tuning should be considered. Considering the flexibility and benefit of AI/ML model transfer from NW to UE, model development and training with and without AI/ML model transfer should be considered for AI/ML model at UE.
Proposal 4: For one-sided AI/ML model, model training with and without model transfer from NW to UE should be considered.

For two-sided model, joint training of the two-sided model at a single side/entity (Type 1) and separate training at network side and UE side (Type 3) should be considered. Different training type has different requirements on UE. Type 1 joint training requires UE to support AI/ML model transfer from NW and AI/ML model training should be considered for Type 3 separate training. More details could be further discussed in AI 9.2.2.
Proposal 5: For two-sided AI/ML model, joint training and separate training should be supported.

2.3.3 Model identification and registration

The definition of model identification and functionality identification are provided in last meeting. There are also some discussions on the contents of model identification and functionality identification. The candidate contents include functionality, scope, input and out information, associated assistance information and etc. For model identification, model ID should be allocated for further AI/ML model LCM. Model functionality and scope need further discussion. Functionality ID could be considered to represent different use cases. The dimension of model scope is worthy of further discussion. For different use cases, the key elements of model scope are different. The details of model scopes for different use cases could be further studied in each use cases. 

Proposal 6: Model functionality ID could be considered for functionality indication. 

Proposal 7: Model scope for different use cases needs further study.

2.3.4 Model deployment

When target device receives an AI model to perform inference, the AI model should be converted to into an executable form. This process is proposed as model deployment/conversion/compilation. The process of convert an AI model to an executable form will cause extra time consuming, which could be defined and further study. Even though the conversion process might be avoided with executable form AI model delivery, AI model conversion to an executable form is important for AI model transfer.

Proposal 8: The process of convert an AI/ML model into an executable form should be defined and further study. 
2.3.5 Model selection, activation, deactivation, switching, and fallback operation
In last meeting, FL provides a definition of model selection as selection of an AI/ML model for activation among multiple models for the same functionality. The definition is clear and align with the understanding of previous discussions. 

Proposal 9: The definition of model selection proposed in last meeting should be agreed.
For model selection, activation, deactivation, switching, and fallback operation at UE side, model ID could be used as parts of event trigger signaling. With the assistance of model ID, uniform design for model selection, activation, deactivation switching and fallback operation could be realized. The details of signaling design for different process could be FFS. 
Proposal 10: Model-ID based event trigger signaling design for model selection, activation, deactivation, switching, and fallback operation could be considered. 
2.3.6 Model update

The definition of model update is approved in last meeting. The model update process may happen to an activated AI model or deactivated AI model. For an activated AI model, the model update should include the process of model deactivation and new model activation process, even only partial parameters are updated. 
Proposal 11: Model update for an activated AI model should include the process of model deactivation and new model activation process. 

2.4 Interoperability and testability
Interoperability is important for different parties to involve the whole process of AI-based air interface design and productivity process. The interoperability could be considered from the point view of data and model exchange. UE vendors, chipset vendors, network vendors and operators will own some data and have the capability of training AI model. For different use cases, the requirements of different parties’ involvement are different. Based on some general frameworks for different scenario and use cases, we can further identify the interoperability requirements and have more discussions. 

Proposal 12: Discussions on interoperability could be based on the general frameworks for different scenarios and use cases. 

The main challenge for the testability is how to measure the generalization capability of an AI model. In general, from previous discussions, an AI model is trained in Scenario A/Configuration A will exhibit excellent performance with the same test dataset configuration. If test dataset configuration changes, the performance of an AI model will degrade more or less. Even we can define different scenarios and configurations for evaluation, the testability of an AI model generalization capability should consider real environment changes and not purely configuration combinations. 

Proposal 13: The testability of AI model generalization capability should consider real environment changes and not purely configuration combinations.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: Collaboration level z should include one-sided AI model and two-sided AI model cases.

Proposal 2: The framework of LCM should include at least three categories: LCM for two-sided models, LCM for AI model at UE side and LCM for AI model at NW side. 

Proposal 3: Data collection signaling for multiple use cases should be considered to simplify signaling design.

Proposal 4: For one-sided AI/ML model, model training with and without model transfer from NW to UE should be considered.

Proposal 5: For two-sided AI/ML model, joint training and separate training should be supported.

Proposal 6: Model functionality ID could be considered for functionality indication. 

Proposal 7: Model scope for different use cases needs further study.

Proposal 8: The process of convert an AI/ML model into an executable form should be defined and further study. 
Proposal 9: The definition of model selection proposed in last meeting should be agreed.
Proposal 10: Model-ID based event trigger signaling design for model selection, activation, deactivation, switching, and fallback operation could be considered. 
Proposal 11: Model update for an activated AI model should include the process of model deactivation and new model activation process. 

Proposal 12: Discussions on interoperability could be based on the general frameworks for different scenarios and use cases. 

Proposal 13: The testability of AI model generalization capability should consider real environment changes and not purely configuration combinations.
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