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Introduction
[bookmark: _Hlk101176897]AI/ML-based channel state information (CSI) feedback enhancement is agreed to be one of the use cases in this study item [1]. In the previous RAN WG1 111 meeting, time-domain CSI prediction at UE side was agreed as a representative sub use case for CSI feedback enhancement.
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.
For the CSI compression using two-sided AI/ML models (Fig. 1), the following aspects of the potential specification impacts were discussed [2]:
· Training collaboration.
· Data collection.
· Inference-related specification impacts.
· Performance monitoring, model update, activation/de-activation/switching.
· Framework, UE capability, and other topics.
In addition, it was concluded that training collaboration type 2 is deprioritized in Rel-18 SI. Some terminologies were aligned for future study.
Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW.
Furthermore, the feature lead suggested prioritizing the following topics in this RAN WG1 112 meeting:
· Proposals related to data collection.
· Proposals related to UCI configuration and UCI reports.

In this document, we further share our views on potential specification impacts on CSI report, data collection and model monitoring for the sub use case of CSI compression using two-sided AI/ML models.
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Fig. 1: The two-sided AI/ML model [1].

Data Collection

Since the AI/ML method is data driven, data collection is a crucial issue for the use case of AI/ML-based CSI feedback enhancement. In the RAN WG1 110 meeting [4], the following agreement was achieved.
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:
· Assistance signaling for UE’s data collection.
· Assistance signaling for gNB’s data collection.
· Delivery of the datasets. 
In this paper, we discuss the potential specification impacts on the dataset delivery for AI/ML model training/ monitoring for the sub use case of CSI compression.

The AI/ML model training is not expected to be required very often. This fact enables using signaling to collect data for this purpose. For the AI/ML model performance monitoring, the amount of data required may not be large. As a result, uplink signaling may also suffice for the purpose of AI/ML model performance monitoring at NW side.

For the content of the data collected and delivered, the ground-truth CSI is often required for the purposes of AI/ML model training/monitoring at NW. One option of the format of the ground-truth CSI is the right singular vectors of the estimated downlink channel matrix, which may cause a large overhead if they are represented by floating point numbers. 

An alternative of the ground-truth CSI represented by floating point numbers is its high-resolution quantized version. One possibility is the Rel-16 type II-like codebook with new parameter values, which offers a higher precision than the specified Rel-16 type II codebook. Higher precision is guaranteed by the new parameter values, often larger than those specified in 3GPP TS 38.214, which guarantees a higher accuracy of representing the right singular vectors. The number of bits required is significantly reduced to represent the quantized right singular vectors compared to floating point numbers, because the vector to be reported becomes essentially a set of indices. In our previous contribution [5], it is shown that by using codebook-based dataset, only  overhead is consumed compared to the dataset composed by floating-point representation of the right singular vectors, but only a minor performance degradation in terms of the SGCS is observed in both separate training and AI/ML model finetuning. As a result, high-resolution quantization of the ground-truth CSI, e.g., Rel-16 type II-like codebook with new parameter values, is a good candidate for the data collection for AI/ML model training/inference/update/monitoring at NW. 

The high-resolution quantized ground-truth CSI can be the training data for both training collaborations, i.e., Type 1 and Type 3. (Training collaboration Type 2 is deprioritized.) Specifically, in Type 1 training, one option is that a pair of AI/ML encoder and AI/ML decoder is trained jointly at the NW side using ground-truth CSI. In NW-first Type 3 training, multiple pairs of AI/ML encoder and AI/ML decoder are also trained jointly at the NW side using ground-truth CSI in its first step. With this regard, high-resolution quantized ground-truth CSI can be used in both scenarios. 

There are a number of configurations that need to be studied. Specifically, the reporting types for reporting the ground-truth CSI and the amount of data required may be different for application scenarios. In particular, the amount of data required may be much larger in training than in monitoring. In addition, it should be studied whether the ground-truth CSI is reported periodically, semi-persistently, or by event triggering, for each case. We have the following proposal.

Proposal-1: On collecting ground-truth CSI at NW for AI/ML model training/monitoring in CSI compression using two-sided AI/ML models, study potential specification impacts on collecting ground-truth CSI, including the following aspects:
· Content: high resolution quantization of the ground-truth CSI, e.g., Rel-16 type II-like codebook with new parameter values.
· Configurations: including resource configuration and reporting configuration.

The demand for data collection may vary depending on application scenarios. Take AI/ML model training and performance monitoring as examples. On one hand, the latency requirements are different. Specifically, the results of the AI/ML performance monitoring are expected to reflect timely the performance of the AI/ML model. However, a low-latency data collection is not compulsory for AI/ML model training. As mentioned above, the channel characteristics are not expected to vary rapidly, so the data collection for AI/ML model training may last for a relatively longer period of time than that of AI/ML performance monitoring for a fixed amount of data. On the other hand, the overhead issue varies in these two scenarios. In particular, the amount of data required for AI/ML performance monitoring is less than that required in the AI/ML model training. 

Due to the different demands, the potential specification impacts may vary for data collection in the scenarios of AI/ML model performance monitoring and AI/ML model training. One of the examples is the uplink signaling used for collecting the ground-truth CSI. There are two candidate methods of uplink signaling for data collection at NW. One is using physical layer signaling, such as UCI. The advantage of the physical-layer signaling is that its latency is shorter than that of the higher-layer one, however, it is not expected to carry large amounts of data. With this regard, AI/ML model performance monitoring may be an application scenario for data collection through physical layer signaling. The other option is to use higher layer signaling, such as RRC message. Since there is little demand for real-time data collection for AI/ML model training, and the overhead is often large, higher layer signaling, through which a relatively large amount of data can be transmitted, is appropriate for this application scenario. As a result, our view is that data collection through both physical layer signaling and higher layer signaling are options for data collection at NW, and the choice depends on the scenario of interest. We have the following proposal.

Proposal-2: On collecting ground-truth CSI at NW, study using both the following methods for reporting:
· Option 1: physical layer signaling, e.g., UCI, for the case of AI/ML model performance monitoring.
· Option 2: higher layer signaling, e.g., RRC, for the case of AI/ML model training.

In the case of dataset delivery through higher layer signaling, e.g., RRC signaling (Fig. 2), it is suggested that RAN2 studies the related procedures and potential standard impacts. As mentioned above, RRC signaling is suitable for AI/ML model training. Since offline training is an important, or potentially a widely adopted, approach, the data may be collected in a dataset, which is to be delivered only when the traffic is not busy. So, time stamps on the data may be required to distinguish the data collected from different time. 

The size of dataset may vary for application scenarios. In the case that a relatively large amount of data needs to be delivered, such as AI/ML model training, existing RRC signaling framework might not be enough. Specifically, the RRC size and RRC segmentation number may need to be enhanced, which is similar to the discussion in RAN2 for model transfer/delivery. Our view is that the discussion on the enhanced RRC for model transfer/delivery can be used as a reference for the discussion of dataset delivery. In summary, we have the following proposal.

Proposal-3: Regarding delivering dataset in the issue of data collection, we suggest RAN2 studies the required signaling and procedures. In particular, it is suggested that the discussion of model transfer/deliver may be used as a reference.
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Fig. 2. Basic flow for dataset delivery via RRC signaling.

In the NW-first Type 3 training, a set of data should be transmitted from the NW to the UE for the purpose of training an AI/ML-based CSI generation part. This also applies to the case of finetuning-based UE-side AI/ML model update. The data to be collected at UE is in paired form, which is composed by the ground-truth CSI and its corresponding input-CSI-NW [2]. Similar to the discussion above, high resolution quantization of the ground-truth CSI, e.g., Rel-16 type II-like codebook with new parameter values, is able to significantly reduce the overhead suffered, while only a minor performance degradation in terms of SGCS is sacrificed. We have the following proposal.

Proposal-4: On the data collection for Type 3 training and finetuning-based UE-side model update, further study the signaling needed for dataset exchange over the air.

The types of input/output to the AI/ML-based CSI generation/reconstruction parts may be right singular vectors and raw channel matrices. Both options have their own merits. The right singular vectors, for example, are in line with the legacy codebook-based CSI feedback approach, which is a natural candidate for the input/output of the AI/ML-based CSI generation/reconstruction parts. However, there is an issue of the phase ambiguity for the right singular vectors introduced by the implementation of the singular value decomposition (SVD), which potentially causes performance degradation. 

The raw channel matrix is another option proposed by companies. The matrix may be represented in frequency domain, or time delay domain, or be transformed into angular-delay domain. The potential specification impacts of using raw channel matrix may be large. For example, the rank indicator (RI) may not need to be reported as a part of the CSI. The accuracy of the CSI may be enhanced because of the channel matrix is fed back, however, the overhead may be increased at the same time. This is due to the fact that the weak ranks of the channel are also reported if raw channel matrices are used as the input/output to the AI/ML-based CSI generation/reconstruction parts.

For the issue of data collection, we suggest study both aforementioned input/output types. Regarding the case of raw channel matrices, enhanced configurations need to be studied for representing the raw channel matrices. Take the case of data collection at NW for an example. One option is to quantize a raw channel matrix in an element-wise manner. The quantization method may be configured by the NW, or chosen by UE and reported to NW. A raw channel matrix may also be transformed into another domain, e.g., angular-delay domain before delivered from UE to NW. The type of transformation to be used may be configured by the NW. In summary, we have the following proposal.

Proposal-5: On the data collection for AI/ML model training/monitoring, study the potential specification impacts on collecting both two options of AI/ML model input types:
· Option 1: precoding matrix.
· Option 2: raw channel matrix (i.e., full Tx * Rx MIMO channel).
For option 2, further study the potential enhanced configurations needed from the following aspects:
· Quantization methods for the raw channel matrices.
· Transformed domain for representing the raw channel matrices.

UCI Configurations and UCI Reports

At the end of the previous meeting, the FL proposed that the following topic is of high priority in this coming RAN WG1 112 meeting. 

“Proposals related to UCI configuration and UCI report. Let us start with layer common (the simplest and most simulated case), whether gNB configure the CSI generation model to the UE, or UE choose the model to be used and report it back to gNB.”

We think that the issue of deciding at which side should the AI/ML-based CSI generation model be chosen, i.e., the UE side or NW side, is highly related to the AI/ML model pairing from both sides. Hence, in this section, we first study the issue of AI/ML model pairing, and then discuss the related potential specification impacts on the configurations and reporting of UCI.

AI/ML Model Pairing
The AI/ML-based CSI generation part is often equipped at the UE side, which transforms the channel information into a bit sequence as a part of the CSI. The AI/ML-based CSI reconstruction part is equipped at the NW side, which recovers the channel information. At the NW side, a gNB is expected to support various type of AI/ML-based models manufactured by a number of vendors. On the other hand, however, only some certain type of AI/ML-based models may be supported by a UE. The knowledge of the type of AI/ML-based model supported by a UE may not be assumed to be available by the NW. For this reason, it would be difficult for the NW to configure proper AI/ML-based CSI generation part to the UE. Consequently, we prefer the case that UE chooses the model to be used, and reports it back to the NW.

Our view is that the NW and UE should align the models they support before communications in multi-vendor collaboration. Specifically, an efficient method of aligning the models from both sides is that UE reports to the NW the AI/ML models it supports. This may be implemented by reporting some identifications (IDs) of the AI/ML models from UE to the NW. The NW, based on the AI/ML models it owns, assigns the available AI/ML to the UE, potentially by configuring some IDs to the UE. In this way, the UE and NW align their supported AI/ML models, and they are ready to communicate.

As an example, the AI/ML models that are supported by the UE and NW are given in the first and second columns of Table 1. The AI/ML models deployed at the NW-side are Model #A, #B, #C, #D, and #E. A UE supports Model #A, #C, and #X. As the first step, the UE reports to the NW these three AI/ML models it supports. Upon receiving the report from UE, the NW looks up the list of its available AI/ML models and finds out that the Model #X is beyond its reach. The NW then decides to assign Model #A and #C to this UE.

Table 1: AI/ML model alignment between UE and NW.
	NW-side supported AI/ML models
	UE-side report
	NW-side assign

	Model #A
	Model #A
	Model #A

	Model #B
	Model #C
	Model #C

	Model #C
	Model #X
	NULL

	Model #D
	
	

	Model #E
	
	



We have the following proposal.

Proposal-6: For the sub use case of CSI compression using two-sided AI/ML models, study the mechanism that UE and NW align their supported AI/ML models in the multi-vendor collaborations.

Related Configurations

We note that the maximum overall payload size for the CSI report should be configured by the NW in this case. The AI/ML-based CSI generation parts should be in line with the maximum allowed payload size of the CSI report, which is the basic principle for the UE to choose the best available AI/ML model(s).

In the scenario of multiple spatial layers for downlink transmission, the (maximum) allowed payload size for each layer may be specified or determined by the UE, possibly by the percentages of the maximum overall payload size for all the layers. The UE may choose different AI/ML-based CSI generation parts for each spatial layer depending on its corresponding allowed payload size. On the other hand, the UE may use a scalable AI/ML model with multiple choices of output sizes to adapt the allowed payload size of each spatial layer.

We have the following proposals.

Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study procedures and potential specification impacts for the case that UEs choose and report the AI/ML models to be used. In this case, the (maximum) overall payload size for CSI report may be configured by NW.

Model Monitoring

In the RAN WG1 110bis-e meeting, model monitoring was widely discussed, and several agreements were achieved as follows [3].
Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching.    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS).
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting.
· Other monitoring solutions, at least including the following option:
Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection.

In this section, we share our views on several issues on model monitoring.

Metric and Method for Performance Monitoring
In the case of using intermediate KPIs as monitoring metrics (e.g., SGCS), the observation on model performance would be more accurate and reliable than that obtained by using eventual KPIs. The challenge, however, is how to obtain ground-truth labels.

For NW-side monitoring, the output of the CSI reconstruction part can be taken as the direct probe for model monitoring. Regarding the methods of obtaining ground-truth labels, one option is to consider using SRS-based channel estimation in the case of TDD reciprocity channels. However, since the pattern of SRS is different from CSI-RS, the issue of mitigating the difference between the channel information obtained from SRS and that obtained from CSI-RS needs to be studied. The other option could be using high-resolution CSI feedbacks from the UE side, as what was agreed in the sub-agenda 9.2.2.1 [2,3], Rel-16 Type II-like method with new parameter values, which guarantees a high accuracy with low performance degradation.

Proposal-8: Study the procedures and potential STD impacts on the NW-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option-1: SRS-based monitoring.
· FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS.
· Option-2: CSI-RS-based monitoring. 
· Ground-truth CSI feedback-based monitoring.
· High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values.
· FFS: new parameter values.

For the UE-side monitoring, it is simple if both the CSI generation part and CSI reconstruction part are available at UE side. In this case, CSI-RS-based SGCS can be obtained similar to the way of calculating the intermediate KPI in simulations. Since the complexity and memory size of the CSI reconstruction part is quite large, hardware feasibility is the key challenge in this option. Another option could be that NW sends the output of the CSI reconstruction part as the ground-truth label to UE. Considering the challenge of channel aging, the label would be better to be transmitted via low latency signaling. Thus, signaling overhead would be a big challenge for this method.

Proposal-9: Study the procedures and potential STD impacts on the UE-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE.
· Option 2: using labels from the output of the CSI reconstruction part at NW.

Follow-up Mechanisms Upon Obtaining the Monitoring Results
When the performance of a model in use is not good enough, one option is to fall back to the legacy codebook-based method. It is also reasonable to do model switch if a standby model with better performance is available. In the case that training over the air is supported, model update through finetuning or online training can also be options. Given that multiple options are available, the criteria of selecting the optimal one should be studied. 

Another challenge is how to decide whether the legacy codebook-based method is better than the AI-based one. Besides, how to switch back or restart to the AI-based method is another challenge. In other words, the model monitoring mechanism in the fallback mode should be studied. In model switching, a similar challenge is how to judge whether the performance of the to-be-used model is better than the one in use. The model selection mechanism, including monitoring a standby model, should be studied.

Proposal-10: The signaling and procedures for the follow-up mechanisms, upon having monitoring results, are suggested to be studied:
· Fallback and recovering mechanisms:
· Fallback from AI/ML-based method to codebook-based.
· Switching back to AI/ML-based method from codebook-based method.
· Model switching: mechanism for selecting a standby model.

Conclusions

Proposal-1: On collecting ground-truth CSI at NW for AI/ML model training/monitoring in CSI compression using two-sided AI/ML models, study potential specification impacts on collecting ground-truth CSI, including the following aspects:
· Content: high resolution quantization of the ground-truth CSI, e.g., Rel-16 type II-like codebook with new parameter values.
· Configurations: including resource configuration and reporting configuration.

Proposal-2: On collecting ground-truth CSI at NW, study using both the following methods for reporting:
· Option 1: physical layer signaling, e.g., UCI, for the case of AI/ML model performance monitoring.
· Option 2: higher layer signaling, e.g., RRC, for the case of AI/ML model training.

Proposal-3: Regarding delivering dataset in the issue of data collection, we suggest RAN2 studies the required signaling and procedures. In particular, it is suggested that the discussion of model transfer/deliver may be used as a reference.

Proposal-4: On the data collection for Type 3 training and finetuning-based UE-side model update, further study the signaling needed for dataset exchange over the air.

Proposal-5: On the data collection for AI/ML model training/monitoring, study the potential specification impacts on collecting both two options of AI/ML model input types:
· Option 1: precoding matrix.
· Option 2: raw channel matrix (i.e., full Tx * Rx MIMO channel).
For option 2, further study the potential enhanced configurations needed from the following aspects:
· Quantization methods for the raw channel matrices.
· Transformed domain for representing the raw channel matrices.

Proposal-6: For the sub use case of CSI compression using two-sided AI/ML models, study the mechanism that UE and NW align their supported AI/ML models in the multi-vendor collaborations.

Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study procedures and potential specification impacts for the case that UEs choose and report the AI/ML models to be used. In this case, the (maximum) overall payload size for CSI report may be configured by NW.

Proposal-8: Study the procedures and potential STD impacts on the NW-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option-1: SRS-based monitoring.
· FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS.
· Option-2: CSI-RS-based monitoring. 
· Ground-truth CSI feedback-based monitoring.
· High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values.
· FFS: new parameter values.

Proposal-9: Study the procedures and potential STD impacts on the UE-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE.
· Option 2: using labels from the output of the CSI reconstruction part at NW.

Proposal-10: The signaling and procedures for the follow-up mechanisms, upon having monitoring results, are suggested to be studied:
· Fallback and recovering mechanisms:
· Fallback from AI/ML-based method to codebook-based.
· Switching back to AI/ML-based method from codebook-based method.
· Model switching: mechanism for selecting a standby model.

References
[1] 3GPP SR RP-221347: “Status report for study on AI/ML for NR air interface”, Jun. 2022.
[2] 3GPP “RAN1 chair’s notes (eom3)”, RAN WG1 #111, Toulouse, France, Nov. 2022.
[3] 3GPP “RAN1 chair’s notes (v17)”, RAN WG1 #110bis-e, Oct. 2022.
[4] 3GPP “RAN1 chair’s notes (v21)”, RAN WG1 #110, Toulouse, France, Aug. 2022.
[5] 3GPP R1-2209011: “Evaluations on AI/ML for CSI feedback enhancement,” Fujitsu, Oct. 2022.
image1.jpeg
Inputs

AT/ML-Based CSI
Generation Part

CSI

AI/ML-Based CSI
Reconstruction Part

Recovered

Channels




image2.jpeg
BS

RRC Signaling

UE

Dataset Delivery





