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Introduction
In RAN1#111, one of the discussion focuses was on model identification. Both model-ID-based LCM and functionality-based LCM were considered for further study. Besides, working assumptions on the terminologies for proprietary-format models/open-format models, model identification/functionality identification were achieved.

In this contribution, we follow the suggestions from the FL on the recommended topics to be discussed in this meeting [1], and share our views on model identification, general framework, model delivery/transfer, and online training.
Model identification
Model identification was discussed in the previous meeting. Model-ID-based LCM and functionality-based LCM were two potential directions for further study. FL provided the following recommendation (FL recommendation 4-14e) for further discussion in this meeting [1].

	[bookmark: _Hlk127110694]
FL recommendation 4-14e: 
Building on the following agreements, Proposal 4-14d, and related online/offline discussions, please bring your views on further details and approaches on functionality/model identification, how the functionality identification, model identification, and UE capability are inter-related, their applicability, and how ensuing functionality-based LCM and model-ID-based LCM should be performed.

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately.

Proposal 4-14d: 

[bookmark: _Hlk127125619]Consider the following two potential approaches for model identification for further discussion:
· Approach 1: Information about the model being identified is provided from a non-3GPP entity or an organization to the NW. (RAN1 transparent)
· Approach 2: Model identity along with information about the model is shared from the UE to the NW.
Note: Information about the model being identified may be separately provided/programmed from a non-3gpp entity or an organization to the UE. (No 3gpp specification impact)
Note: After or during model identification, NW and UE may, if needed, communicate model availability/capability using the model identity.
FFS: Information provided during model identification

Note: For further discussion on model identification, RAN1 can focus on what information may need to be provided during model identification as well as any other aspects that may be of RAN1 relevance, whereas process/method of model identification is generally outside the scope of RAN1. 
Note: RAN1 can proceed other LCM discussions by simply assuming that model identification, if needed, has been done and that model identities, if needed, are available for the NW and the UE to utilize.

Note: Approaches for functionality identification are FFS and to be discussed.




Regarding the two approaches for model identification proposed in Proposal 4-14d, we agree to have these two approaches for further discussion. Besides, we think that there is another approach that should be considered as well. If the model is trained at the NW side and is transferred from NW to UE, the model ID should be assigned by NW and is sent to UE together with the model structure/parameters. The other possibility is that NW inquiries UE for its AI/ML capability, and with the reported information from UE, the NW assigns model ID to the UE. When applying AI/ML to real network applications, with the consideration of computation capability limit, we think that it is hard to use a universal model at UE side to cover all the scenarios the UE may apply , since it is equivalent to use a kind of advanced signal processing algorithm. For an intelligent algorithm, it is desirable if the algorithm can shape itself and adapt to its radio environments in use autonomously. Considering that online training and real time updating is not feasible in short term, we think that multiple models for a specific functionality with model switching capable for scenario adaptation would be the fundamental request to a practical UE with AI/ML for air interface capability in real application. In this sense, model ID is an efficient way for NW side to manage the models at UE side.
 
[bookmark: _Hlk127292279]Proposal 1: Add Approach 3 besides the two proposed approaches of model identification for further study:
· Model identity is assigned from NW to UE, upon model information reported from UE.

Instead of model-ID-based model identification, some companies suggest to study functionality-based model identification in the previous meeting [1]. It is assumed that model activation/deactivation can be realized based on functionality identification through a UE-capability-report-like procedure. In the case that only one model is reported for a functionality, direct model activation or deactivation can handle the basic model operations. But it would become difficult when multiple models for one functionality exist at UE side. With a further refined functionality granularity, such as sub-functionality, it is perhaps possible to enable NW to identify more than one model with a functionality. Considering the potential model variants from different UE vendors, the identification procedure to cover each potential model variant would be very complicated. Besides, to which level the model proprietary information can be touched for this functionality identification procedure may face many uncertainties. 
 
[bookmark: _Hlk127292263]Observation 1: Functionality-based model identification is not flexible considering the difficulty to identify a large number of model variants from multi-vendors and the matter related to touch proprietary information during identifying the models based on its functionality. 

[bookmark: _Hlk127400948]Regarding LCM procedures, it can be roughly divided into two categories: offline procedures and online procedures. Offline procedures are mainly related to model management operations, such as data collection, model training, model updating, model testing, and model deployment. These procedures are not sensitive to processing latency and are likely to be conducted at somewhere other than UE-side. In other words, these procedures can tolerate non-real time processing. In the contrast, online procedures include model inference, model activation/deactivation, model switching, model monitoring, which are very sensitive to the processing latency. These procedures are conducted at UE side models or interact with UE side models in (near) real time manner.

In the above discussions we do not consider the potentials of online training and real time model update, since they are difficult to be supported by products in near future.


Besides the features of non-real time/real time, offline procedures are closely relate to model’s proprietary information, while online procedures mainly relate to the NW-UE’s interactions with the model.  Considering the distinct features of these two categories, we may define two types of model ID to facilitate model-ID-based LCM procedures. One type of model ID can be assigned for offline LCM procedures, and the other type of model ID can be assigned for online LCM procedures.

To protect the model proprietary information, for offline procedures, Type-1 model ID can be assigned by the model developer or model proprietary owner, such as UE vendor, chipset vendor, network vendor, MNO, or other model developer vendors. To avoid potential conflicts among model owners, a common model ID format would be needed. The bit-width of Type-1 model ID can be relatively long in order to distinct the models from different model owners. In addition, the model ID may carry the following information if needed:
· Model functionality,
· Model proprietary information,
· Model number, model features for a functionality,
· Model structure, Model version number, 
The details of the model format can be discussed in RAN2.

Besides, for the models being deployed at a commercial UE device, such as a smart phone, the model performance should be able to meet the performance request of relevant RAN4 tests. Model ID list of the tested models could be stored at NW side, e.g. a network entity of CN. 

[bookmark: _Hlk127292250][bookmark: _Hlk127292232]Observation 2: LCM procedures can be divided into two categories: 
· Offline procedures: data collection, model (offline) training, model (offline) updating, model testing, model deployment.
· Online procedures: model activation/deactivation/fallback, model switching, model monitoring.

Regarding real time procedures, model interactions between NW and UE may be conducted intensively. The bit-width of Type-1 model ID is too long to be used in the signaling for such operations. Thus, Type-2 model ID with much shorter bit-width is assigned from NW to UE for these operations. 

For two-sided models, the assignment of Type-2 model ID is more useful. As shown in Table 1, UE reports Type-1 model IDs of the CSI encoders stored at UE side for CSI feedback. While, at NW side, its decoders can support the encoders belonging to multiple UE vendors, which may be stored in its list of supporting models. NW side will check whether the reported model IDs are in the list or not, and only assigns Type-2 model ID to its supported model IDs. 

Table 1: Mapping between Type-2 model ID and Type-1 model ID
	NW-side
	UE-side report
	NW-side assign 

	Type-1 model ID #A
	Type-1 model ID #A
	Type-2 model ID #1

	Type-1 model ID #B
	Type-1 model ID #C
	Type-2 model ID #2

	Type-1 model ID #C
	Type-1 model ID #X
	NULL

	Type-1 model ID #D
	
	

	Type-1 model ID #E
	
	



With the above analysis and observation, we have the following observation and two proposals:

[bookmark: _Hlk127292208]Observation 3: Using the same model ID for both offline procedures and online procedures would result in heavy signaling overhead.
[bookmark: _Hlk127292241]
Proposal 2: To facilitate model-ID-based LCM, two types of model ID can be assigned to a model or a model part at UE side:
· Type-1 model ID is assigned to a model for its offline procedures. 
· Type-2 model ID is assigned to a model for its online procedures. 

Observation 4: For a two-sided model, Type-2 model ID can additionally be used to indicate the models which are supported by NW side.

Proposal 3: Regarding the two types of model ID for model identification:
· Type-1 model ID can be assigned by model owner to protect model’s proprietary information.
· Type-2 model ID can be assigned by NW to facilitate intensive model-related interactions between NW and UE.
[bookmark: _Hlk127292197]The linkage between Type-1 model ID and Type-2 model ID can be addressed as: Upon Type-1 model ID and related model information are reported from UE, NW assigns Type-2 model ID(s) to the model(s) of UE side for its interactions with the UE.
Note: The model ID format can be discussed in RAN2.

As to UE capability inquiry and report, we think that it is for NW to check the fundamental functions of UE side, which may relate to hardware capabilities. For example, whether the UE supports an AI/ML model, whether the UE can compile the model, whether the UE can do model training, whether the UE supports model transfer and the storage size. If such kind of capability is not described in Type-1 model ID, there is no direct relation in-between UE capability and model-ID. In this case, it is possible to check UE’s AI/ML capability by using Type-1 model ID.

[bookmark: _Hlk127292187]Proposal 4: For one or more functionalities, UE capability report is mainly for NW to check hardware-related UE capabilities, such as:
· AI/ML availability
· AI/ML compile-able capability
· AI/ML capability for model training
· AI/ML collaboration level information
· AI/ML capability for model transfer, such as memory size
Type-1 model ID can be used in UE capability inquiry and report.

General framework
	[FL]: We have been deferring the discussion of high-level general AI/ML framework. The FL still thinks that further progress in the LCM discussions is needed before being able to capture them into high-level general AI/ML framework. However, given that we’re at the midpoint of the Rel-18 SI, and with some more progress on functionality/model identification in the next meeting, it may be time to open the discussion on high-level AI/ML framework.



We share the similar view as that of the FL, the discussions on general framework can be restarted from this meeting considering the progress and convergence on the LCM discussions of this SI. 

Referring to previous discussions of LCM, there are mainly two paths to study and conclude the general framework. One path is along with one-sided model and two-sided model. It is believed that there should be different LCMs and frameworks to reflect the differences between one-sided model and two-sided model. The other path relates to collaboration levels of NW and UE, the boundaries among different collaboration levels naturally separate the framework for each collaboration level.
 
We propose to have a common framework for this study item, the features of over the air interface have to be discarded. In this way, the differences between one-sided model and two-sided model or the differences among collaboration levels can be untouched. 

As discussed in Section 2, LCM procedures can be divided into offline procedures and online procedures. Type-1 model ID can be used as the index of operation in the offline procedures, such as model training and data collection. Type-2 model ID can be used to indicate the model operations between NW side and UE side, as shown in Figure 1. 

The differences between two-sided model and one-sided model or the differences among collaboration levels can be described separately when there is a need.
 
[image: ]
Figure 1: General framework of AI/ML for air interface

Model transfer/delivery

Model size

	
FL recommendation 4-21d: 
Please provide input for the following LS to RAN2 [and SA2] in RAN1_111-bis-e. Please note that “model delivery” is not mentioned anywhere in the LS. Rather, this LS simply summarizes the models used in RAN1 to give RAN2 [and SA2] a rough idea of model sizes considered in RAN1 evaluations. It is up to RAN2 [and SA2] how and in which discussions they utilize this information. 

The following tables list the AI/ML models that companies used for evaluation studies in RAN1 and is provided as a reference for AI/ML discussions in RAN2 [and SA2]. It should be noted that the model sizes provided in the tables have the following caveats:
· Models as reported may not have been optimized for size and in practice is expected to be optimized for size. This includes aspects such as quantization, compilation, pruning etc. 
· Model size is expected to be dependent on the extent of generalization (robustness) performance that is desired. Generalizable models tend to be larger than models specialized for certain scenarios/configurations/sites.
· Model size is expected to be dependent on how much of pre/post processing is considered as part of the model.

The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models. 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)

	
	
	
	
	

	
	
	
	
	






A model to be transferred includes two parts, one part is for model topology or model structure, and the other part is for model parameters. Usually, the size of the part of model parameters is much larger than that of the model structure description, and can be neglected in model size calculation. Besides, to conclude model size in Mbytes, bit number per parameter should be clarified. For example, one model parameter is expressed in float number which is 32 bits in simulation. While it may be reduced to 8 bits in model deployment in real applications. Therefore, it would be better to add such kind of information in the table.

Proposal 5: It is suggested to align/confirm the assumption on bits per parameter in the calculation of model size among companies, e.g., 32 bits per parameter.

The following table lists the model sizes for the UE-side part (i.e., CSI generation part) of CSI compression models. 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)
32bits/parameters

	Fujitsu
	CSI compression
	Transformer
	11.5M
	74.3



The following table lists the model sizes for the UE-side CSI prediction models. 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)
32bits/parameters

	Fujitsu
	CSI prediction
	CNN-res
	5.4M
	23.0



The following table lists the model sizes for the UE-side spatial beam prediction (BM-Case1) models. 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)
32bits/parameters

	Fujitsu
	BM  case1
	Full connection
	0.43M
	1.7



The following table lists the model sizes for the UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning (Positioning Case 1). 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)
32bits/parameters

	Fujitsu
	PO case1
	DNN+CNN
	1.5M 
	18 



The following table lists the model sizes for the UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning (Positioning Case 2a). 

	Company
	Sub-use-case
	Model description
	Model size (#Number of model parameters, e.g., number of weights in a neural network )
	Model size (Mbytes)
32bits/parameters

	Fujitsu
	PO case 2a
	DNN
	0.38M
	5.5 



Use cases of model delivery/transfer

	[bookmark: _Hlk127204822]
[FL] There are varying opinions on the need of model delivery/transfer. FL encourages
-	Proponents to bring discussions on why model delivery/transfer may be useful and their use cases
-	Opponents to bring discussions on why model delivery/transfer is not needed
-	In which scenarios model delivery/transfer may or may not be needed


 
We are not sure about the intention of the discussion, “why model delivery/transfer is useful”?

The potential options and use cases for this issue had been deeply discussed in RAN2 through two phases discussions. If the intention of this discussion is the same as that of RAN2 [2], we suggest referring to RAN2’s discussions and conclusions on this issue. Our company’s view on model delivery/transfer is addressed in the paper [3] for RAN2.

Online training
	
[FL]
Online training at the network: FL believes that this is a matter of implementation at the network side, and there is no strong reason to explicitly discuss offline/online training separately.

Online training at the UE: FL thinks that the group can first discuss the LCM framework not involving online training at the UE, and treat online training at the UE as additional discussions.

[bookmark: _Hlk127205972]Over-the-air training between NW and UE: Given the amount of specification impact and practical value of such specification, FL thinks that we can deprioritize it. 




As to online training at the network side, we share the similar view to that of FL, it is a matter of implementation. We also think that online training at the UE is difficult to be supported in terms of hardware/firmware feasibility in short term. 

Regarding over-the-air training between NW and UE, we have different view as that of FL. For example, in Type 3 training (i.e., separate training) of CSI compression, dataset exchange between the UE and the NW over the air is needed for separate training. Considering that separate training is the only candidate to balance the training performance while keeping the proprietary of model owners, we think that over-the-air training via dataset exchange is worth being studied and should not be deprioritized.

Therefore, it is suggested that dataset exchange for over-the-air training should be studied in RAN2. The additional efforts for the study would be quite small if following the procedure and signaling designed for model transfer.
    
Proposal 6: Over the air training with data exchange between NW and UE should not be deprioritized.
It is suggested that RAN2 studies the relevant procedure and signaling for dataset exchange, and can take the design for model transfer as a reference if STD workload is a concern.

Conclusions
Observation 1: Functionality-based model identification is not flexible considering the difficulty to identify a large number of model variants from multi-vendors and the matter related to touch proprietary information during identifying the models based on its functionality. 

Observation 2: LCM procedures can be divided into two categories: 
· Offline procedures: data collection, model (offline) training, model (offline) updating, model testing, model deployment.
· Online procedures: model activation/deactivation/fallback, model switching, model monitoring.

Observation 3: Using the same model ID for both offline procedures and online procedures would result in heavy signaling overhead.

Observation 4: For a two-sided model, Type-2 model ID can additionally be used to indicate the models which are supported by NW side.

Proposal 1: Add Approach 3 besides the two proposed approaches of model identification for further study:
· Model identity is assigned from NW to UE, upon model information reported from UE.

Proposal 2: To facilitate model-ID-based LCM, two types of model ID can be assigned to a model or a model part at UE side:
· Type-1 model ID is assigned to a model for its offline procedures. 
· Type-2 model ID is assigned to a model for its online procedures. 

Proposal 3: Regarding the two types of model ID for model identification:
· Type-1 model ID can be assigned by model owner to protect model’s proprietary information.
· Type-2 model ID can be assigned by NW to facilitate intensive interactions between NW and UE.
The linkage between Type-1 model ID and Type-2 model ID can be addressed as: Upon Type-1 model ID and related model information are reported from UE, NW assigns Type-2 model ID(s) to the model(s) of UE side for its interactions with the UE.
Note: The model ID format can be discussed in RAN2.

Proposal 4: For one or more functionalities, UE capability report is mainly for NW to check hardware-related UE capabilities, such as:
· AI/ML availability
· AI/ML compile-able capability
· AI/ML capability for model training
· AI/ML collaboration level information
· AI/ML capability for model transfer, such as memory size
Type-1 model ID can be used in UE capability inquiry and report.

Proposal 5: It is suggested to align/confirm the assumption on bits per parameter in the calculation of model size among companies, e.g., 32 bits per parameter.

Proposal 6: Over the air training with data exchange between NW and UE should not be deprioritized.
It is suggested that RAN2 studies the relevant procedure and signaling for dataset exchange, and can take the design for model transfer as a reference if STD workload is a concern.
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