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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK5][bookmark: OLE_LINK8]A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1] and revised in RAN#96 meeting [2]. Based on the agreements in previous meeting, CSI enhancement (e.g., CSI feedback, CSI prediction) is a basic and important use case, some related agreements have been listed below. In this contribution, we report our evaluation results of AI/ML-based CSI feedback enhancement and present our proposals.
	Refer to Agreements in RAN1#111
Working Assumption
[bookmark: OLE_LINK2]The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead

Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	
	…

	CSI generation part
	AL/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	






Discussion
System model of AI/ML-based CSI feedback enhancement
In this section, we discuss the procedure of the AI/ML-based CSI feedback compression sub use cases. The AI/ML model is based on the two-sided autoencoder structure, including the CSI compression part and the CSI decompression part. In the training phase, UEs estimate the channel according to the received CSI-RS, and feedback the corresponding channel information (e.g., eigen vectors) as training input to gNB for model training. After the training, the AI/ML model was used for inference. UEs use the eigen vectors as input of the encoder for CSI compression. The compressed CSIs are fed back to gNB. The gNB uses the CSI decoder to decompress the CSI feedback to obtain the recovered channel eigen vectors, which will be used to process precoding and beamforming. Besides, for CSI compression involving the time domain, CSI compression and decompression also use historical channel information for training/inference.
AI/ML model design
The AI/ML model for CSI feedback enhancement includes an encoder at UE side and a decoder at gNB side. We use the model as shown in Figure 1, in which each eigen-vector of subband in the input CSI matrix is firstly put into CNN layer, processed by 8 self-attention based blocks and full-connect layer are sequentially introduced before a uniform quantization layer. As for the decoder part, after dequantization layer, a full connect layer is employed, followed by residual layer and CNN layer as well, then 8 self-attention based blocks are introduced. Finally, a reshape layer is implemented to obtain the output with the shape of the original CSI. The AI/ML model apply MSE as the loss function.
[image: ]
Figure 1. Illustration of AI model for CSI feedback enhancement
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Dataset construction
Based on the agreements, system-level simulation is used to construct datasets for AI/ML-based CSI feedback evaluation. The scenario of Dense Urban is adopted as baseline. The eigen vector of each subband are generated for model training, model verification and model testing.
The detail evaluation assumptions are shown below:
Table 1. Key simulation parameters of system-level simulation
	Parameter
	Value

	Scenario
	Dense Urban (Macro only) is a baseline

	Carrier Frequency
	4.0GHz

	ISD
	200m

	Bandwidth
	10MHz

	Subcarrier spacing
	15kHz

	RB number
	48

	Sub-band number
	12

	Granularity of the frequency unit for averaging operation
	4 RBs

	Antenna Configuration
	32 Tx ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
4 Rx ports: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel Model
	According to 38.901

	Rank
	1

	Channel Estimation
	Ideal


Total 600,000 samples are provided. Each sample includes 768 real numbers, which corresponds to a large eigenvector concatenated by 12 sub-bands as:
[bookmark: _Hlk115163498]
Where  ,  is the eigenvector for the -th sub-band channel. Each  has been processed as the following format:

where  and are the real and imaginary parts.
In this simulation, we consider Rel-16 Type II codebook as baseline and SGCS are considered to evaluate the results. Ideal DL channel estimation is considered for the evaluations of CSI feedback enhancement, and eigen vector are calculated based on ideal channel matrix. The AI/ML model input for training and inference is the eigen vector generated.
Simulation results
We evaluate the intermediate performance of AI/ML model mentioned above with different feedback bits assumption. The generalized cosine similarity (SGCS) between recovered eigenvectors and original eigenvectors are shown in Table 2. Besides, the SGCS for Rel-16 enhanced Type-II codebook under approximate feedback bits are also given here for comparison.
Table 2. The intermediate performance with different feedback bits
	Overhead (bit)
	SGCS

	
	AI model
	Rel-16 eType-Ⅱ

	48
	0.90
	0.81

	60
	0.91
	0.84

	120
	0.94
	0.89


As shown in Table 2, with the same feedback bits, AI based approach outperform the Rel-16 enhanced Type II codebook. With similar performance, AI based approach could reduce above 60% feedback overhead.
Observation 1: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could improve the CSI accuracy with the same feedback bits.
Observation 2: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could reduce CSI feedback bits with the similar CSI accuracy.
Table 3 Simulation results for complexity
	
	Model complexity
	Computational complexity (FLOPs)

	Encoder
	1.6M
	18.9M

	Decoder
	1.7M
	115.4M

	Total
	3.3M
	134.3M


Table 3 shows the AI/ML model complexity results. The reason that the computational complexity of decoder is much higher than the encoder is due to the higher dimension of self-attention block’s input at decoder. Because UE has limitation of power and computation capability, light weight design is more suitable for encoder model.
According to the working assumption made in the last meeting, we use the template to report the above evaluation results as follows:
Table 4. Evaluation results for CSI compression without model generalization/scalability, [fullbuffer], [rank1]
	
	
	China Telecom

	CSI generation part
	AL/ML model backbone
	Transformer

	
	Pre-processing
	/

	
	Post-processing
	/

	
	FLOPs/M
	18.9M

	
	Number of parameters/M
	1.6M

	
	[Storage /Mbytes]
	

	CSI reconstruction part
	AL/ML model backbone
	Transformer

	
	[Pre-processing]
	/

	
	[Post-processing]
	/

	
	FLOPs/M
	134.3M

	
	Number of parameters/M
	1.7M

	
	[Storage /Mbytes]
	

	Common description
	Input type
	Eigenvector of current CSI

	
	Output type
	[bookmark: OLE_LINK3]Binary bit sequence/ Eigenvector

	
	Quantization /dequantization method
	Vector quantization

	Dataset description
	Train/k
	60

	
	Test/k
	10

	
	Ground-truth CSI quantization method
	Float32 format

	[Other assumptions/settings agreed to be reported]
	/

	Benchmark
	Rel-16 TypeII CB

	Intermediate KPI I#1 of benchmark, [layer 1]
	SGCS, CSI feedback payload 48 bit
	0.90

	
	SGCS, CSI feedback payload 60 bit
	0.91

	
	SGCS, CSI feedback payload 120 bit
	0.94

	Gain for intermediate KPI I#1, [layer 1]
	SGCS, CSI feedback payload 48 bit
	0.11

	
	SGCS, CSI feedback payload 60 bit
	0.083

	
	SGCS, CSI feedback payload 120 bit
	0.056



Proposal 1: The evaluation results reported in Table 4 by using the unified template should be captured in the technical report.
Conclusions
In this contribution, we report our simulation results on AI/ML-based CSI feedback enhancement. Following observations and proposals are given:
Observation 1: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could improve the CSI accuracy with the same feedback bits.
Observation 2: Compared with traditional Rel-16 enhanced Type II codebook, AI/ML based CSI feedback schemes could reduce CSI feedback bits with the similar CSI accuracy.
Proposal 1: The evaluation results reported in Table 4 by using the unified template should be captured in the technical report.
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