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1. [bookmark: _Ref521334010]Introduction
In RAN1 #111 meeting, the following agreements were agreed [1]. 
	Agreement
Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.

Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt:
· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
· If the model input is PDP, then each input value of PDP is a real value.

Agreement
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.

Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.

Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.

Agreement
For the RAN1#110bis agreement on the calculation of model complexity, the FFS are resolved with the following update:
	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
	
where 
 is the model complexity for one TRP and the same model is used for N TRPs.


	Single-TRP, N models for N TRPs
	
Where  is the model complexity for the i-th AI/ML model.



Note: The reported model complexity above is intended for inference and may not be directly applicable to complexity of other LCM aspects.

Observation
Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the direct AI/ML positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Agreement
For AI/ML based positioning, company optionally evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.
· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error

Conclusion
Companies describe how their computational complexity values are obtained. 
· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.

Observation
AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {40%, 2m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <0.4m at CDF=90%, as compared to >9m for conventional positioning method. 
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 
Note: how to capture the observation(s) into TR is separate discussion.

Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.


In this document, we share our views on evaluation on AI/ML-based positioning.
2. Methodology 
When some traditional functions of the wireless network are replaced by AI/ML-based module, the output of the AI/ML module can be evaluated from functional point of view. We denote such evaluation as ‘intermediate evaluation’. The output of AI/ML module will be utilized in signal processing procedure to acquire the final results, which can be denoted as ‘eventual evaluation’.
[bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Positioning use case focuses on positioning accuracy enhancement for different scenarios including heavy NLOS conditions. It is considered that AI/ML model is used to directly output UE’s position, estimate timing and/or angle of measurement and identify LOS/NLOS in Rel-18.
· For directly estimating UE’s position based on AI/ML model, UE position is inferred without intermediate ToA estimation. Thus AI/ML module is evaluated by the final positioning accuracy which is an AI/ML-based ‘eventual evaluation’. 
· [bookmark: OLE_LINK17][bookmark: OLE_LINK16]For estimating timing and/or angle of measurement based on AI/ML model, traditional algorithms can be replaced by AI/ML module for ToA estimation. The AI/ML-based ToA estimation can be evaluated by its output, i.e., ‘intermediate evaluation’. The AI/ML-based ToA estimation is also used to acquire the final UE position, i.e., ‘eventual evaluation’. 
· [bookmark: OLE_LINK28][bookmark: OLE_LINK27]For identifying LOS/NLOS identification based on AI/ML model, AI/ML module is used to replace these typical solutions to identify LOS/NLOS. The AI/ML-based LOS/NLOS identification can be evaluated by its output, i.e., ‘intermediate evaluation’. The identified LOS/NLOS is also utilized to acquire the final UE position, i.e., ‘eventual evaluation’.
3. KPI
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]For AI/ML models with different sub use-cases, the KPIs are different. For directly estimating UE’s position based on AI/ML model including models generalization and fine-tuning, the KPI is positioning accuracy (e.g. 90% CDF percentiles of horizontal accuracy). For estimating timing and/or angle of measurement based on AI/ML model including models generalization and fine-tuning, the KPIs include intermediate KPI and eventual KPI, which are the accuracy of estimated measurement results (e.g. error of ToA) and the positioning accuracy. For identifying LOS/NLOS identification based on AI/ML model including models generalization, the intermediate KPI is correct rate of identified LOS/NLOS and the final KPI are identification accuracy.
In our simulation, the Multi-TRP (i.e., one model for N TRPs) is adopted for direct AI/ML positioning and AI/ML model for estimating ToA. Thus, we use PM and CM to report model complexity and computation complexity in Section 5.1 and Section 5.2.1. Regarding AI/ML model for LOS/NLOS identification, the Single-TRP with same model for N TRPs is adopted, and then we use PS and N*CS to report model complexity and computation complexity in Section 5.2.1.6 and Section 5.2.2.
4. Simulation assumptions
[bookmark: OLE_LINK21][bookmark: OLE_LINK20]In RAN1#109-e meeting, the common scenario parameters defined in Table 6-1 of TR 38.857 and some parameters of InF-DH scenario were agreed to evaluate the AI/ML-based positioning. In our simulations, the simulation assumptions are shown in Annex, and the dataset is generated by a system level simulator based on 3GPP simulation methodology. In particular, both cases of perfect network synchronization and network synchronization with a truncated Gaussian distribution of 50 ns are investigated in our simulations. If network synchronization error is assumed, the network synchronization error is defined as a TRP-specific error, and the network synchronization error is assumed to be an error value between the TRP and a timing reference source which is assumed to have perfect timing. For the generalization evaluation, we also simulate the performance of different scenarios between InF-DH and InF-SH. Regarding the InF-SH, the simulation assumptions are the same as InF-DH as shown in Annex, except for cluster parameter which is {20%, 2m, 10m}.
In RAN #110bis e-meeting, the evaluation methodology of the AI/ML complexity (Model complexity, Computation complexity) for N TRPs was determined. In our simulations, Multi-TRP (i.e., one model for N TRPs) and Single-TRP (i.e., same model for N TRPs) are the main methods to assess model complexity and computation complexity. The sampling period of all simulations is 4ns. We consider the smaller sampling period may improve the precision.
5. Simulation results
5.1. [bookmark: _Ref115271552]Direct AI/ML positioning
For direct AI/ML positioning, AI/ML model is used to directly estimate UE’s position without intermedium ToA estimation. We provide some simulation results of direct positioning based on AI/ML model in Section 5.1. The AI/ML model for estimating UE’s position is a classical ResNet model. The input of this AI/ML model is CIR, and the size of CIR is 18*1*256*2. And the output of this AI/ML model is UE’s horizontal positon (x, y). For the loss function we chose MSE loss. In our direct position AI/ML model, the training epoch and learn rate set 100 and 1*10-4.
5.1.1. [bookmark: _Ref115362683]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate the UE’s position directly. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for AI/ML model inference.
The details of dataset, AI/ML model and evaluation results are given in Table 1. For perfect network synchronization, the performance is 0.58m@90% of CDF percentile of horizontal accuracy.
[bookmark: _Ref115272102]Table 1: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	clutter param: {60%, 6m, 2m}
	clutter param: {60%, 6m, 2m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	0.58m



Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.58m@90%.
5.1.2. [bookmark: _Ref127284714]AI/ML model performance with network synchronization error
In Rel-16, various positioning technologies were specified to support regulatory as well as commercial use cases. In Rel-17, some positioning enhancements had been introduced. However, in current IIoT scenario, it is still worth thinking about overcoming the some non-ideal factors, e.g. synchronization errors between multiple TRPs. Under the non-ideal factors influence, positioning accuracy will be degraded by traditional positioning algorisms. In this section, we evaluate a simulation with network synchronization error assumption to identify whether AI/ML model can overcome the influence of network synchronization error. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in Table 2. For network synchronization with a truncated Gaussian distribution of 50 ns，and the performance is 0.84m@90% of CDF percentile of horizontal accuracy. Compared to the simulation result in Table 1, the positioning accuracy of AI/ML model with network synchronization error is similar to the positioning accuracy of AI/ML model with perfect network synchronization. When AI/ML-based approach is applied in positioning, the network synchronization error is included in the corresponding training data set and test data set. If the network synchronization error is captured in the training set, AI/ML model would be able to learn how to overcome network synchronization error to improve positioning accuracy, since AI/ML-based positioning has data-driven characteristics. Based on our simulation results, the positioning accuracy of AI/ML model with network synchronization error is not deteriorated, which means the AI/ML model can overcome the influence of network synchronization error on the test data set through learning the internal relationship between the training data set with network synchronization error and the corresponding labels.
[bookmark: _Ref115363669]Table 2: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	with network synchronization error
	with network synchronization error
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	0.84m


Observation 2: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.84m@90%.
5.1.3. [bookmark: _Ref127348899]AI/ML model generalization performance with different assumptions 
For capability generalization of AI model, we design three cases to investigate. The configurations of 3 cases are shown in Table 3.
[bookmark: _Ref127288830][bookmark: _Ref127288823]	Table 3: Configurations of capability generalization AI model
	
	Scenario
	Clutter parameters
	Synchronization error

	Case1
	InF-SH
	{20%, 2m, 10m}
	w/o

	Case2
	InF-DH
	{40%, 2m, 2m}
	w/o

	Case3
	InF-DH
	{60%, 6m, 2m}
	w



The AI/ML model in Section 5.1.1 is trained dataset which is {60%, 6m, 2m} from InF-DH scenario with perfect network synchronization, tested dataset with case 1 and case 2. For case 3, the time sampling windows are moved forward 50ns. This means that the last few sampling points are discarded due to the excessive time delay. The discarded CIR has few effects on the previous results. The details of dataset, AI/ML model and evaluation results are given in Table 4. 
In case 1, the test dataset is InF-SH {20%, 2m, 10m}, and the performance is 6.48m@90% of CDF percentile of horizontal accuracy.
In case 2, the test dataset is InF-DH {40%, 2m, 2m}, and the performance is 2.64m@90% of CDF percentile of horizontal accuracy.
In case 3, the test dataset is InF-DH {60%, 6m, 2m} with network synchronization, and the performance is 12.6m@90% of CDF percentile of horizontal accuracy. 
[bookmark: _Ref118746388]Table 4: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:CIR;
Size:18*1*256*2
	Type: UE’s position;
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,2m,10m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	6.48m

	Type: CIR;
Size:
18*1*256*2
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	clutter param: {60%, 6m, 2m}
	clutter param: {40%, 2m, 2m}
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	2.64m

	Type: CIR;
Size:
18*1*256*2
	Type: UE’s position;
Size:
1*2
	UE’s position with 100% ground truth label
	w/o network synchronization
	w/ network synchronization
	Training:
19440;
Validation: 
1080;
	1080
	11.2M
	2.78G FLOPs
	12.6m


From the above results, when AI/ML model is trained and tested with dataset from different InF scenarios, different clutter parameter and different network synchronization, training dataset with InF-DH scenario and testing dataset with generalization scenario. All of the results of positioning accuracy are seriously degraded.
Observation 3: For generalization performance with different assumptions on direct AI/ML positioning, the positioning accuracy is seriously degraded.
5.1.4. [bookmark: _Ref127176050]AI/ML model generalization performance with mix-train
From Section 5.1.3, our simulation evaluates the AI/ML model generalization performance. In Section 5.1.4, we investigate the mix-train method to solve this problem, which is to mix the dataset from different assumptions for model training. The AI/ML model is trained with the mix dataset and tested separately. Our simulations contain three cases in Table 3.
5.1.4.1. [bookmark: _Ref127543980][bookmark: _Ref127440379]Mix-train with different clutter parameters
In Section 5.1.4.1, we mix 19440 data with clutter parameter {60%, 6m, 2m} and 1080 data with clutter parameter {40%, 2m, 2m} for model training. We used 1080 data with clutter parameter {40%, 2m, 2m} and 1080 data with clutter parameter {60%, 6m, 2m} to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 5. The performance is 1.81m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is improved from 2.64m to 1.77m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of clutter parameter {60%, 6m, 2m}, the positioning accuracy is degraded from 0.58m to 1.31m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}. 
Table 5: Evaluation results for AI/ML model mix-trained in different scenarios
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH{40%,2m, 2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.77m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.31m



Observation 4: When AI/ML model is mix-trained with the dataset of clutter parameter {60%, 6m, 2m} and a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 2.64m to 1.77m compared with AI/ML model generalization performance without mix-training.
5.1.4.2. [bookmark: _Ref127543988]Mix-train with different network synchronization assumptions
In Section 5.1.4.2, we mix 19440 data with perfect synchronization error and 1080 data with 50ns synchronization error for model training. We used 1080 data with perfect synchronization error and 1080 data with 50ns synchronization error to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 6. The performance is 1.81m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is improved from 12.6m to 3.04m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of perfect network synchronization, the positioning accuracy is degraded from 0.58m to 1.37m compared with AI/ML model training and testing only with perfect network synchronization. 
Table 6: Evaluation results for AI/ML model mix-trained in different network synchronization error
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	Ideal synchronization and network synchronization error 50ns
	network synchronization error 50ns
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	3.04m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	Ideal synchronization and network synchronization error 50ns
	Ideal synchronization
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.37m



Observation 5: When AI/ML model is mix-trained with the dataset of ideal synchronization and a small dataset of network synchronization error 50ns, the horizontal positioning accuracy is improved from 12.6m to 3.04m compared with AI/ML model generalization performance without mix-training.
5.1.4.3. [bookmark: _Ref127543996][bookmark: _Ref127448927]Mix-train with different scenarios
In Section 5.1.4.3, we mix 19440 data with InF-DH {60%, 6m, 2m} and 1080 data with InF-SH {20%, 10m, 2m} for model training. We used 1080 data with InF-SH {20%, 10m, 2m} and 1080 data with InF-DH {60%, 6m, 2m} to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 7. The performance is 1.81m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is improved from 6.48m to 1.81m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of InF-DH{60%, 6m,2m}, the position accuracy is degraded from 0.58m to 1.37m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}.
Table 7: Evaluation results for AI/ML model mix-trained in different clutter parameters
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.81m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	19440 and 1080
	1080
	11.2M
	2.78G FLOPs
	1.37m


Observation 6: When AI/ML model is mix-trained with the dataset of InF-DH {60%, 6m, 2m} and a small dataset of InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved from 6.48m to 1.81m compared with AI/ML model generalization performance without mix-training.
5.1.5. AI/ML model generalization performance with fine-tuning
In Section 5.1.3, we investigate the AI/ML model generalization capability and observe that the positioning accuracy will degrade when training dataset and testing dataset with different clutter parameters or network synchronization assumptions. The AI/ML model generalization capability is important, since there are large computing and storage requirements if AI/ML model is trained for every scenarios or assumptions. In order to improve the positioning accuracy when training dataset and testing dataset with different assumptions, we investigate the performance of AI/ML model fine-tuning. 
We also investigate the impact of the amount of fine-tuning data on the positioning accuracy. In our simulations, we set the fine-tuning dataset size, include: 540, 1080, 1620, 3600. The simulation results are presented in the following sections.
5.1.5.1. Fine-tuning with different clutter parameters
The AI/ML model in Section 5.1.1 is trained with the assumption of clutter parameter {60%, 6m, 2m}. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with the assumption of clutter parameter {40%, 2m, 2m} is used to fine-tune the basic AI/ML model. The details of dataset and the simulation results for an AI/ML model fine-tuned by 540, 1080, 1620 dataset size with clutter parameter {40%, 2m, 2m} is provided in Table 8. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is improved obviously by fine-tuning the AI/ML model with a small dataset with the assumption of clutter parameter {40%, 2m, 2m}.
[bookmark: _Ref115368237]Table 8: Evaluation results for AI/ML model different clutter parameters deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	540
	1080
	11.2M
	2.78G FLOPs
	1.01m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	1080
	1080
	11.2M
	2.78G FLOPs
	0.95m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	1620
	1080
	11.2M
	2.78G FLOPs
	0.91m


[bookmark: _Ref127457922]Observation 7: When AI/ML model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
5.1.5.2. Fine-tuning with different network synchronization assumptions
The AI/ML model in Section 5.1.1 is trained with the assumption of perfect network synchronization. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with network synchronization error is used to fine-tune the basic AI/ML model. The details of dataset and the simulation results for an AI/ML model fine-tuned by 540, 1080, 1620, 3600 dataset size with network synchronization error is provided in Table 9. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is greatly improved obviously from 12.6m to 1.43m by fine-tuning the AI/ML model with a small dataset with the assumption of network synchronization error.
[bookmark: _Ref127461616]Table 9: Evaluation results for AI/ML model for different network synchronization assumptions deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	w/o network synchronization
	w/ network synchronization
	w/ network synchronization
	19440
	540
	1080
	11.2M
	2.78G FLOPs
	2.69m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	w/o network synchronization
	w/ network synchronization
	w/ network synchronization
	19440
	1080
	1080
	11.2M
	2.78G FLOPs
	2.23m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	w/o network synchronization
	w/ network synchronization
	w/ network synchronization
	19440
	1620
	1080
	11.2M
	2.78G FLOPs
	2.00m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	w/o network synchronization
	w/ network synchronization
	w/ network synchronization
	19440
	3600
	1080
	11.2M
	2.78G FLOPs
	1.43m


Observation 8: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
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2. 
3. 
4. 
5. 
5.1. 
5.1.1. 
5.1.2. 
5.1.3. 
5.1.4. 
5.1.4.1. 
5.1.4.2. 
5.1.5.3. Fine-tuning with different scenarios
The AI/ML model in Section 5.1.1 is trained with the assumption of InF-DH. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with network synchronization error is used to fine-tune the basic AI/ML model. The simulation results for an AI/ML model fine-tuned by 540, 1080, 1620, 3600 dataset size with InF-SH is provided in Table 10. Compared to the positioning accuracy in Section 5.1.3, the positioning accuracy is greatly improved from 6.48m to 1.90m by fine-tuning the AI/ML model with a small dataset with the assumption of different scenarios.
[bookmark: _Ref118745186][bookmark: _Ref118746514][bookmark: _Ref118745181]Table 10: Evaluation results for AI/ML model for different scenarios deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	540
	1080
	11.2M
	2.78G FLOPs
	3.69m

	Type: CIR;
Size:
18*1*256
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	1080
	1080
	11.2M
	2.78G FLOPs
	2.98m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	1620
	1080
	11.2M
	2.78G FLOPs
	2.66m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	19440
	3600
	1080
	11.2M
	2.78G FLOPs
	1.90m


Observation 9:When AI/ML model is trained with InF-DH {60%, 6m, 2m} and fine-tuned with a small dataset with InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
5.2. AI/ML assisted positioning
For AI/ML assisted positioning, AI/ML model is used to estimate timing and/or angle of measurement or LOS/NLOS. We provide some simulation results of AI/ML assisted positioning in this section. In Section 5.2.1, The AI/ML model is used to estimate ToA, and then the estimated ToA is used to calculate UE’s position using the traditional positioning calculation algorithms. In Section 5.2.2, The AI/ML model is used to identify LOS/NLOS. The LOS/NLOS identification can assist the non-AI/ML positioning algorithm.
1. [bookmark: _Ref115451635]
2. 
3. 
4. 
5. 
5.1. 
5.2. 
5.2.1. [bookmark: _Ref118751889]AI/ML model for estimating ToA
5.2.1.1. [bookmark: _Ref118736508]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. The AI/ML model for estimating ToA is a classical ResNet model. The input of this AI/ML model is CIR, and the size of CIR is 18*1*256*2. The output of this AI/ML model is 18 ToAs from 18 TRPs to target UE, respectively, i.e. the size of output is 1*18. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate ToA. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for ToA estimating based on AI/ML model.
The details of dataset, AI/ML model and evaluation results are given in Table 9. For perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the eventual result is 0.655m@90% of CDF percentile of horizontal accuracy.
[bookmark: _Ref118746568][bookmark: _Ref115370434]Table 11：Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type: ToA;
Size:
1*18
	ToA with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	0.655m



Observation 10: For AI/ML assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the eventual result is 0.655m@90% of CDF percentile of horizontal accuracy.
5.2.1.2. [bookmark: _Ref115452687]AI/ML model performance with network synchronization error
In this section, we evaluate a simulation with network synchronization error assumption. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in Table 12. The intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy. Compared to the simulation result in Table 10, the positioning accuracy of AI/ML assisted positioning with network synchronization error is similar to the positioning accuracy of AI/ML assisted positioning with perfect network synchronization. Based on our simulation results, the positioning accuracy of AI/ML model with network synchronization error is not deteriorated, which means the AI/ML model can overcome the influence of network synchronization error on the test data set through learning the internal relationship between the training data set with network synchronization error and the corresponding labels.
[bookmark: _Ref115371362]Table 12: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type: ToA;
Size:
1*18
	ToA with 100% ground truth label
	with network synchronization error
	with network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	0.7m



Observation 11: For AI/ML assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.

5.2.1.3. [bookmark: _Ref126857460]AI/ML model generalization performance with different assumptions
For AI/ML assisted positioning, to investigate the AI/ML model generalization capability, we further evaluate the AI/ML model generalization performance with different assumptions between training dataset and test dataset, e.g. different clutter parameters assumptions and different network synchronization assumptions.
The AI/ML model is trained with the assumption of clutter parameter InF-DH {60%, 6m, 2m} with perfect network synchronization, tested dataset with three cases. The cases are presented in Table 3. The details of dataset, AI/ML model and evaluation results are given in Table 13.
In case 1, the test dataset is InF-SH {20%, 2m, 10m}, and the performance is 6.894m@90% of CDF percentile of horizontal accuracy.
In case 2, the test dataset is InF-DH {40%, 2m, 2m}, and the performance is 3.11m@90% of CDF percentile of horizontal accuracy.
In case 3, the test dataset is InF-DH {60%, 6m, 2m} with network synchronization, and the performance is 12.8m@90% of CDF percentile of horizontal accuracy. 

[bookmark: _Ref118746622][bookmark: _Ref115451809]Table 13: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	InF-DH{60%,6m,2m}
	InF-SH{20%,10m,2m}
	20000
	1600
	0.7M
	60.8M FLOPs
	6.894m

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	InF-DH
{60%,6m,2m}

	InF-DH
{40%,2m,2m}

	20000
	1600
	0.7M
	60.8M FLOPs
	3.11m

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	w/o network synchronization error
	w/ network synchronization error
	20000
	1600
	0.7M
	60.8M FLOPs
	12.8m


Observation 12: For generalization performance with different assumptions on AI/ML assisted positioning, the positioning accuracy is seriously degraded.
5.2.1.4. [bookmark: _Ref127546134]AI/ML model generalization performance with mix-train
In Section 5.2.1.3, the simulation results of AI/ML assisted positioning model generalization is seriously degraded. We investigate the mix-train method to solve this problem, which is to mix the dataset from different assumptions for model training. In our simulations, the AI/ML model is trained with the mix dataset and tested separately. We keep the size of mix-training dataset is same as the size of fine-tuning dataset to comparing the advantages of two schemes. 
5.2.1.4.1. [bookmark: _Ref127467745]Mix-train with different clutter parameters
In Section 5.2.1.4.1, we mix 20000 data with clutter parameter {60%, 6m, 2m} and 1600 data with clutter parameter {40%, 2m, 2m} to for model training. We used 1600 data with clutter parameter {40%, 2m, 2m} and 1600 data with clutter parameter {60%, 6m, 2m} to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 14. The performance is 1.51m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is improved from 3.11m to 1.51m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of clutter parameter {60%, 6m, 2m}, the positioning accuracy is degraded from 0.655m to 1.35m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}. 
[bookmark: _Ref127469408]Table 14: Evaluation results for AI/ML model mix-trained in different clutter parameters
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH{40%,2m, 2m}
	20000 and 1600
	1600
	11.2M
	2.78G FLOPs
	1.51m

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	InF-DH
{60%,6m,2m} and
InF-DH{40%,2m, 2m}
	InF-DH
{60%,6m,2m}
	20000 and 1600
	1600
	11.2M
	2.78G FLOPs
	1.35m


Observation 13: When AI/ML-assisted model is mix-trained with the dataset of clutter parameter {60%, 6m, 2m} and a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 3.11m to 1.51m compared with AI/ML model generalization performance without mix-training.
5.2.1.4.2. [bookmark: _Ref127469090]Mix-train with different network synchronization assumptions
[bookmark: _Ref127469003][bookmark: _Ref127468989]In Section 5.2.1.4.2, we mix 20000 data with perfect synchronization error and 1600 data with 50ns synchronization error for model training. We used 1600 data with perfect synchronization error and 1600 data with 50ns synchronization error to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 15. The performance is 1.81m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is improved from 12.8m to 1.81m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of perfect network synchronization, the positioning accuracy is degraded from 0.655m to 1.32m compared with AI/ML model training and testing only with perfect network synchronization. 
[bookmark: _Ref127469151]Table 15: Evaluation results for AI/ML model mix-trained in different synchronization error
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	Ideal synchronization and network synchronization error 50ns
	network synchronization error 50ns
	20000 and 1600
	1600
	11.2M
	2.78G FLOPs
	1.81m

	Type: CIR;
Size:
18*1*256*2
	Type:ToA
Size:1*18
	ToA
	Ideal synchronization and network synchronization error 50ns
	Ideal synchronization
	20000 and 1600
	1600
	11.2M
	2.78G FLOPs
	1.32m


Observation 14: When AI/ML-assisted model is mix-trained with the dataset of ideal synchronization and a small dataset of network synchronization error 50ns, the horizontal positioning accuracy is improved from 12.8m to 1.81m compared with AI/ML-assisted model generalization performance without mix-training.
5.2.1.4.3. [bookmark: _Ref127469541]Mix-train with different scenarios
In Section 5.2.1.4.3, we mix 20000 data with InF-DH {60%, 6m, 2m} and 1600 data with InF-SH {20%, 10m, 2m} for model training. We used 1600 data with InF-SH {20%, 10m, 2m} and 1600 data with InF-DH {60%, 6m, 2m} to test separately. The details of dataset and the simulation results for an AI/ML model mix-train are provided in Table 16. The performance is 1.467m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is improved from 6.894m to 1.467m by training the AI/ML model with mixed dataset. When the AI model is tested by a small dataset with the assumption of InF-DH {60%, 6m, 2m}, the position accuracy is degraded from 0.655m to 1.342m compared with AI/ML model training and testing only with InF-DH {60%, 6m, 2m}.
[bookmark: _Ref127469527]Table 16: Evaluation results for AI/ML model mix-trained in different scenarios deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-SH
{20%,10m,2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.467m

	Type: CIR;
Size:
18*1*256*2
	Type:position
Size:1*2
	UE’s position with 100% ground truth label
	InF-DH
{60%,6m,2m} and
InF-SH
{20%,10m,2m}
	InF-DH
{60%,6m,2m}
	20000 and 1600
	1600
	0.7M
	60.8M FLOPs
	1.342m


Observation 15: When AI/ML-assisted model is mix-trained with the dataset of InF-DH {60%, 6m, 2m} and a small dataset of InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved from 6.894m to 1.467m compared with AI/ML model generalization performance without mix-training.
5.2.1.5. [bookmark: _Ref127546140]AI/ML model generalization performance with fine-tuning
In Section 5.2.1.3, we investigate the AI/ML model generalization capability and observe that the positioning accuracy will degrade when training dataset and testing dataset with different clutter parameters or network synchronization assumptions. The AI/ML model generalization capability is important since there are large computing and storage requirements if AI/ML model is trained for every scenarios or assumptions. In order to improve the positioning accuracy when training dataset and testing dataset with different assumptions, we investigate the performance of AI/ML model fine-tuning.
We also investigate the impact of the amount of fine-tuning data on the positioning accuracy. In our simulations, we set the fine-tuning dataset size, include: 800, 1600, 2400, 3200. The simulation results are presented in the following sections.
5.2.1.5.1. Fine-tuning with different clutter parameters
The AI/ML model in Section 5.2.1.1 is trained with the assumption of clutter parameter {60%, 6m, 2m}. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with the assumption of clutter parameter {40%, 2m, 2m} is used to fine-tune the basic AI/ML model. The details of dataset and the simulation results for an AI/ML model fine-tuned by 800, 1600, 2400, 3200 dataset size with clutter parameter {40%, 2m, 2m} is provided in Table 17. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is improved obviously by fine-tuning the AI/ML model with a small dataset with the assumption of clutter parameter {40%, 2m, 2m}.
[bookmark: _Ref127482895]Table 17: Evaluation results for AI/ML-assisted model different clutter parameters deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:Cir
Size:18*1*256*2
	Type:ToA
Size1*18
	ToA with 100% ground truth label
	clutter param:
{60%,6m,2m}
	clutter param:{40%,2m,2m}
	clutter param:{40%,2m,2m}
	20000
	800
	400
	0.7M
	60.8M FLOPs
	1.11m

	Type:Cir
Size:18*1*256*2
	Type:ToA
Size1*18
	ToA with 100% ground truth label
	clutter param:
{60%,6m,2m}
	clutter param:{40%,2m,2m}
	clutter param:{40%,2m,2m}
	20000
	1600
	400
	0.7M
	60.8M FLOPs
	0.97m

	Type:Cir
Size:18*1*256*2
	Type:ToA
Size1*18
	ToA with 100% ground truth label
	clutter param:
{60%,6m,2m}
	clutter param:{40%,2m,2m}
	clutter param:{40%,2m,2m}
	20000
	2400
	400
	0.7M
	60.8M FLOPs
	0.92m

	Type:Cir
Size:18*1*256*2
	Type:ToA
Size1*18
	ToA with 100% ground truth label
	clutter param:
{60%,6m,2m}
	clutter param:{40%,2m,2m}
	clutter param:{40%,2m,2m}
	20000
	3200
	400
	0.7M
	60.8M FLOPs
	0.87m


Observation 16: When AI/ML-assisted model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
5.2.1.5.2. Fine-tuning with different network synchronization assumptions
The AI/ML model in Section 5.2.1.1 is trained with the assumption of perfect network synchronization. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with network synchronization error is used to fine-tune the basic AI/ML model. The details of dataset, AI/ML model and evaluation results are given in Table 18. The simulation results for an AI/ML model fine-tuned by 800, 1600, 2400, 3200 dataset size with network synchronization error is provided in Table 18. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is greatly improved obviously from 12.8m to 1.87m by fine-tuning the AI/ML model with a small dataset with the assumption of network synchronization error.
[bookmark: _Ref127482994]Table 18: Evaluation results for AI/ML-assisted model for different network synchronization assumptions deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:CIR
Size:18*1*256*2
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	w/o network synchronization error
	w/ network synchronization error
	w/ network synchronization error
	20000
	800
	400
	0.7M
	60.8M FLOPs
	2.99m

	Type:CIR
Size:18*1*256*2
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	w/o network synchronization error
	w/ network synchronization error
	w/ network synchronization error
	20000
	1600
	400
	0.7M
	60.8M FLOPs
	2.47m

	Type:CIR
Size:18*1*256*2
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	w/o network synchronization error
	w/ network synchronization error
	w/ network synchronization error
	20000
	2400
	400
	0.7M
	60.8M FLOPs
	2.19m

	Type:CIR
Size:18*1*256*2
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	w/o network synchronization error
	w/ network synchronization error
	w/ network synchronization error
	20000
	3200
	400
	0.7M
	60.8M FLOPs
	1.87m


Observation 17: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
6. 
7. 
8. 
9. 
10. 
10.1. 
10.1.1. 
10.1.2. 
10.1.3. 
10.1.4. 
10.1.4.1. 
10.1.4.2. 
5.2.1.5.3. Fine-tuning with different scenarios
The AI/ML model in Section 5.2.1.1 is trained with the assumption of InF-DH. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with InF-SH is used to fine-tune the basic AI/ML model. The simulation results for an AI/ML model fine-tuned by 800, 1600, 2400, 3200 dataset size with InF-SH is provided in Table 19. Compared to the positioning accuracy in Section 5.2.1.3, the positioning accuracy is greatly improved from 6.894m to 2.41m by fine-tuning the AI/ML model with a small dataset with the assumption of different scenarios.
[bookmark: _Ref127483416]Table 19: Evaluation results for AI/ML-assisted model for different scenarios deployed on UE/LMF-side, with model generalization and fine-tuning, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	InF-DH{60%,6m2m}
	InF-SH{20%,10m,2m}
	InF-SH{20%,10m,2m}
	20000
	800
	400
	0.7M
	60.8M FLOPs
	3.226m

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	InF-DH{60%,6m2m}
	InF-SH{20%,10m,2m}
	InF-SH{20%,10m,2m}
	20000
	1600
	400
	0.7M
	60.8M FLOPs
	2.82m

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	InF-DH{60%,6m2m}
	InF-SH{20%,10m,2m}
	InF-SH{20%,10m,2m}
	20000
	2400
	400
	0.7M
	60.8M FLOPs
	2.547m

	Type:CIR
Size:18*1*256
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	InF-DH{60%,6m2m}
	InF-SH{20%,10m,2m}
	InF-SH{20%,10m,2m}
	20000
	3200
	400
	0.7M
	60.8M FLOPs
	2.41m



[bookmark: _Ref118752107]Observation 18: When AI/ML-assisted model is trained with InF-DH and fine-tuning with a small dataset with InF-SH, the horizontal positioning accuary is improved obviously compared with AI/ML model with fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
By comparing the simulation results of Section 5.2.1.4 and Section 5.2.1.5, we can see that mix-training for improving generalization ability is better than model fine-tuning. For different clutter parameters, the horizontal positioning accuracy of mix-training is greater than the horizontal positioning accuracy of fine-tuning. But for different scenarios and different synchronization assumptions, the situations are opposite. Maybe the bigger mixed dataset could reflect giving accurate conclusions. 
Proposal 1: For generalization performance of AI/ML assisted positioning, further study on comparison between mix-training and fine-tuning methods for the case of different dataset size and different assumptions.
5.2.1.6. [bookmark: _Ref127554599]AI/ML model for single-TRP 
In this section, we investigate AI/ML model for single-TRP, include:
· The same model for 18 TRPs;
· The same model for 6 TRPs;
· 6 specific models for 6 TRPs.
The AI/ML model for estimating ToA is a classical ResNet model. The input of this AI/ML model is CIR, and the size of CIR is 1*1*256. The output of this AI/ML model is ToA from every TRPs to target UE, respectively, i.e. the size of output is 1*2. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate ToA. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for ToA estimating based on AI/ML model. 
5.2.1.6.1. [bookmark: _Ref127534809]Single-TRP with the same AI/ML model for 18 TRPs
The AI/ML odel is trained in InF-DH {60%, 6m, 2m}, and tested in the same assumption. The details of dataset, AI/ML model and evaluation results are given in Table 20. For single-TRP with the same AI model which is trained with the CIR of 18 TRPs, the horizontal accuracy is 0.58m@90%.
[bookmark: _Ref127538443]Table 20: Evaluation results of single-TRP same model for 18TRPs deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
18*1*256
	Type:ToA
Size:1*18
	ToA with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	20000UE* 18TRP
	1600UE* 18TRP
	3.84M
	19.48M FLOPs*18
	0.52m


Observation 19: For single-TRP with the same AI/ML model which is trained with the CIR  of 18 TRPs, the horizontal accuracy is 0.58m@90%.
5.2.1.6.2. Single-TRP with the same AI/ML model for 6 TRPs
In this section, we used the CIR of 6 TRPs to train and test. The AI/ML model is trained in InF-DH {60%, 6m, 2m}, and tested in the same assumption. The details of dataset, AI/ML model and evaluation results are given in Table 21. For single-TRP with the same AI model which is trained with the CIR of 6TRPs, the horizontal accuracy is 1.73m@90%.
[bookmark: _Ref127538486]Table 21: Evaluation results of single-TRP same model for 6TRPs deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
6*1*256
	Type:ToA
Size:1*6
	ToA with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	3000UE* 6TRP
	600UE* 6TRP
	3.84M
	19.48M FLOPs*6
	1.73m


Observation 20: For single-TRP with the same AI/ML model which is trained with the CIR of 6 TRPs, the horizontal accuracy is 1.73m@90%.
5.2.1.6.3. Single-TRP with specific AI/ML model for 6 TRPs
In this Section, we used the CIR of 6 TRPs to train and test for 6 TRPs separately. The AI/ML model is trained in InF-DH {60%, 6m, 2m}, and tested in the same assumption. For single-TRP specific AI/ML model which is trained with the CIR of 6 TRPs, the horizontal accuracy is 2.37m@90%. The details of dataset, AI/ML model and evaluation results are given in Table 22.
[bookmark: _Ref127538497]Table 22: Evaluation results of single-TRP 6 specific model for 6 TRPs deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
6*1*256
	Type:ToA
Size:1*6
	ToA with 100% ground truth label
	InF-DH
{60%,6m,2m}
	InF-DH
{60%,6m,2m}
	3000UE* 6TRP
	600UE* 6TRP
	3.84M
	116.88M FLOPs
	2.37m


Observation 21: For single-TRP with specific AI/ML model which is trained with the CIR of 6 TRPs separately, the horizontal accuracy is 2.37m@90%.

5.2.2. AI/ML model for LOS/NLOS identification
LOS/NLOS identification is to assist the non-AI/ML positioning algorithm. The following is our simulation content and results for different input and model generalization performance. In our simulation, we select InF-DH {40%, 2m, 2m} as baseline. Because scenario in InF-DH {40%, 2m, 2m} probability of LOS/NLOS is approximately 50%, which is suitable for the AI model training.
1. 
2. 
3. 
4. 
5. 
5.1. 
5.2. 
5.2.1. 
5.2.2. 
5.2.2.1. AI/ML model for LOS/NLOS identification performance with different model inputs
The CIR data format is 1*256*2. The AI/ML model is trained with the CIR of InF-DH {40%, 2m, 2m}. The details of dataset and the simulation results for an AI/ML model test by 6480 dataset size with clutter parameter of InF-DH {40%, 2m, 2m} is provided in Table 20.
The AI/ML model is trained with the PDP of InF-DH {40%, 2m, 2m}. The details of dataset and the simulation results for an AI/ML model test by 6480 dataset size with clutter parameter of InF-DH {40%, 2m, 2m} is provided in Table 23.
[bookmark: _Ref127551449]Table 23: Evaluation results for AI/ML-based LOS/NLOS identification model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Los or nlos identification accuracy 

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type: CIR;
Size:
1*256*2
	LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	{40%, 2m, 2m}
	{40%, 2m, 2m}
	58320
	6480
	0.7M
	18*8M FLOPs
	94.2%

	Type:PDP;
Size:
1*256*2
	LOS or NLOS
Size:
1*2
	LOS or NLOS with 100% ground truth label
	InF-DH{40%, 2m, 2m}
	InF-DH{40%, 2m, 2m}
	58320
	6480
	0.7M
	18*8M FLOPs
	94.89%



Observation 22: For AI/ML assisted positioning with LOS/NLOS identification, the performance is similar with model inputs between PDP and CIR.
5.2.2.2. AI/ML model for LOS/NLOS identification generalization performance 
In this section, we investigate the generalization performance for AI/ML-based LOS/NLOS identification. The AI/ML model is trained with the PDP of InF-DH {40%, 2m, 2m}, and tested by 6480 dataset size with clutter parameter of InF-DH {60%, 6m, 2m}. The LOS or NLOS identification accuracy can be reached 96.23%, even better than the original result. When the AI/ML model is trained with the PDP of InF-DH {40%, 2m, 2m}, and tested by 6480 dataset size with clutter parameter of InF-SH {20%, 10m, 2m}, the LOS or NLOS identification accuracy can be reached 91%. The details of dataset and the simulation results are provided in Table 24. The generalization performance is good, so it is not necessary to study mix-train and fine-tuning methods.
[bookmark: _Ref127549878]Table 24: Evaluation generation performance results for AI/ML-based LOS/NLOS identification model deployed on UE/LMF-side, ResNet18
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Los or nlos identification accuracy 

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	Type:PDP;
Size:
[1,256]
	Probability of los or nlos
Size:
[1, 2]
	Los or nlos with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-DH {40%, 2m, 2m}
	58320
	6480
	0.7M
	8M
	94.89%

	Type:PDP;
Size:
[1,256]
	Probability of los or nlos
Size:
[1, 2]
	Los or nlos with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-DH {60%,6m,2m}
	58320
	6480
	0.7M
	8M
	96.23%

	Type:PDP;
Size:
[1,256]
	Probability of los or nlos
Size:
[1, 2]
	Los or nlos with 100% ground truth label
	InF-DH {40%, 2m, 2m}
	InF-SH {20%,10m,2m}
	58320
	6480
	0.7M
	8M
	91%



Observation 23: For the AI/ML assisted positioning with LOS/NLOS identification, the generalization performance with different clutter parameters and different scenarios is good.
6. Conclusions
In this contribution, we provide our views on the evaluation of AI/ML based positioning. The observations and proposal are summarized as follows:
Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.58m@90%.
Observation 2: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.84m@90%.
Observation 3: For generalization performance with different assumptions on direct AI/ML positioning, the positioning accuracy is seriously degraded.
Observation 4: When AI/ML model is mix-trained with the dataset of clutter parameter {60%, 6m, 2m} and a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 2.64m to 1.77m compared with AI/ML model generalization performance without mix-training.
Observation 5: When AI/ML model is mix-trained with the dataset of ideal synchronization and a small dataset of network synchronization error 50ns, the horizontal positioning accuracy is improved from 12.6m to 3.04m compared with AI/ML model generalization performance without mix-training.
Observation 6: When AI/ML model is mix-trained with the dataset of InF-DH {60%, 6m, 2m} and a small dataset of InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved from 6.48m to 1.81m compared with AI/ML model generalization performance without mix-training.
Observation 7: When AI/ML model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 8: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 9: When AI/ML model is trained with InF-DH {60%, 6m, 2m} and fine-tuned with a small dataset with InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 10: For AI/ML assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.59ns@90% and the eventual result is 0.655m@90% of CDF percentile of horizontal accuracy.
Observation 11: For AI/ML assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.
Observation 12: For generalization performance with different assumptions on AI/ML assisted positioning, the positioning accuracy is seriously degraded.
Observation 13: When AI/ML-assisted model is mix-trained with the dataset of clutter parameter {60%, 6m, 2m} and a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 3.11m to 1.51m compared with AI/ML model generalization performance without mix-training.
Observation 14: When AI/ML-assisted model is mix-trained with the dataset of ideal synchronization and a small dataset of network synchronization error 50ns, the horizontal positioning accuracy is improved from 12.8m to 1.81m compared with AI/ML-assisted model generalization performance without mix-training.
Observation 15: When AI/ML-assisted model is mix-trained with the dataset of InF-DH {60%, 6m, 2m} and a small dataset of InF-SH {20%, 10m, 2m}, the horizontal positioning accuracy is improved from 6.894m to 1.467m compared with AI/ML model generalization performance without mix-training.
Observation 16: When AI/ML-assisted model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 17: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved obviously compared with AI/ML model without fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 18: When AI/ML-assisted model is trained with InF-DH and fine-tuning with a small dataset with InF-SH, the horizontal positioning accuary is improved obviously compared with AI/ML model with fine-tuning. If the fine-tuning dataset size is larger, the improvement of horizontal positioning accuracy is greater.
Observation 19: For single-TRP with the same AI/ML model which is trained with the CIR  of 18 TRPs, the horizontal accuracy is 0.58m@90%.
Observation 20: For single-TRP with the same AI/ML model which is trained with the CIR of 6 TRPs, the horizontal accuracy is 1.73m@90%.
Observation 21: For single-TRP with specific AI/ML model which is trained with the CIR of 6 TRPs separately, the horizontal accuracy is 2.37m@90%.
Observation 22: For AI/ML assisted positioning with LOS/NLOS identification, the performance is similar with model inputs between PDP and CIR.
Observation 23: For the AI/ML assisted positioning with LOS/NLOS identification, the generalization performance with different clutter parameters and different scenarios is good.

Proposal 1: For generalization performance of AI/ML assisted positioning, further study on comparison between mix-training and fine-tuning methods for the case of different dataset size and different assumptions.
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Table 25: Simulation assumptions in our simulation
	Parameters
	Values

	Scenario
	1nF-DH

	Hall size
	120x60 m

	Total gNB TX power, dBm
	24 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), 
dH=dV=0.5λ 

	Penetration loss
	0 dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area is selected from the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	Baseline: 1.5 m

	Min gNB-UE distance(2D), m
	0 m

	gNB antenna height
	Baseline: 8 m

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density: 
· {60%, 6m, 2m}
· {40%, 2m, 2m}

	Carrier frequency, GHz 
	3.5 GHz

	Bandwidth, MHz
	100 MHz

	Subcarrier spacing, kHz
	30 kHz for 100 MHz 

	Distribution of UE location
	Uniform distribution

	Network synchronization
	(1) Perfect network synchronization
(2) Network synchronization with a truncated Gaussian distribution of 50 ns
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