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Introduction
In the SID on artificial intelligence (AI)/machine learning (ML) for NR air interface, AI/ML framework investigation was included, as captured below [1]. 
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



In this contribution, we discuss general aspects on AI/ML framework. 
Discussion
Functional framework
In Rel-17, data collection based on AI/ML had been studied in RAN3 and the results were captured in TR 37.817. Since the TR already well define AI/ML terminologies and functional framework, it can be a good starting point of discussion for AI/ML for air interface. Fig1 shows the functional framework defined in the TR.


Fig1. Functional Framework for RAN Intelligence [2]

As shown in the figure, the framework defines four functions and their relation. In previous RAN1 meetings, some terminologies were agreed including data collection, model training, model inference that are functions of the AI/ML framework defined in TR 37.817. However, the relation between these functions has not been defined yet. Based on discussion and FL’s proposal in previous meetings, it was proposed to hold this discussion until sufficient progress is made on LCM. It is true that this functional framework has dependency on the progress of LCM. In our view, however, we can still discuss and decide on this functional framework with the understanding that this framework can be modified based on further progress of LCM, which might require adding more functions or sub-functions into the framework. To facilitate further discussion, we believe that it is beneficial to define key functions and their relation.
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML functional framework.
· The functional framework may be modified later based on the progress of LCM
 
· Data collection
The definition of ‘data collection’ was agreed in RAN1#109e as ‘A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference’, which is in line with the definition in TR37.817. Data collection function provides training data to model training function, and provides inference data to model inference function. Depending on AI/ML deployment scenarios or categories, the source of data can be different. For example, for UE-side AI/ML model, the input data for AI/ML could be composed of UE’s own data (e.g. measurement, sensor data, etc.) or composed of both UE data and NW data. For NW-side AI/ML model, similarly, the input data for AI/ML could come from NW only or from both NW and UE. For two-sided AI/ML model training, the data could come from both NW and UE.

· Model training
The definition of ‘AI/ML model training’ was agreed in RAN1#109e as ‘A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference’. In TR 37.817, model training function includes the AI/ML model training, validation, and testing sub-processes, and it may be considered whether to define these sub-processes as separated functions for analyzing more detailed impacts of each sub-process or not. If those sub-processes are implementation-specific and have no impact to specification work, it may be better to merge them into a single function which is in line with the outcome of TR 37.817. 

· Model inference
The definition of ‘AI/ML model inference’ was agreed in RAN1#109e as ‘A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs’. This function could reside in one side or in both NW and UE sides. In RAN1#109e, it was agreed that one-sided model or two-sided model is determined by this inference aspect, i.e. whether the inference is performed in one entity or in both NW and UE. On the other hand, model training could be done in different entity from the entity performing the inference. If they are different, ‘model transfer’ would be required.

· Actor
Actor is a function that receives the output from the model inference function and triggers or performs corresponding actions. Typically, actor exists in the same entity as inference.

Based on above observations, we think that AI/ML model categorization can be done based on that which entity has which function(s). 
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity (i.e. either UE or NW) has which AI/ML function(s). 

Stages of AI/ML algorithms

In previous RAN1 meetings, there has been intensive discussion with regard to AI/ML stages and LCM. In our view, defining too many stages is undesirable because it may create more and more discussion for specification, e.g. for Rel-19+ WI(s), but on the other hand, it may restrict AI/ML implementation flexibility. Thus, we think that defining the following three stages could be enough.

Stage 1: Model training & deployment stage, which may include
- Model set-up: decision on algorithm, details of input/output/hidden layers and nodes, activation function, etc.
- Model training/validation/testing, which includes data collection for training
Stage 2. Model inference stage, which may include
- Model inference and action, which includes data collection for inference
Stage 3. Model monitoring & update stage 
- Note: model selection, activation, deactivation, switching, and fallback operation could be specific examples of model update

Stage 1 and Stage 2/3 are sequential, i.e. Stage 1 always occur before Stage 2 or Stage 3. On the other hand, Stage 3 may occur after Stage 2 (e.g. terminating inference/action, and then update AI/ML model) or may occur simultaneously with Stage 2 (e.g. keep updating AI/ML model without termination). 
Proposal #3: Define the following three stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Model monitoring & update stage

Life cycle management of AI/ML model
LCM of AI/ML model is closely related to the stages of AI/ML algorithm discussed in the previous section. In RAN1#110bis-e and RAN1#111, following agreements were made with respect to LCM:
	<LCM: model registration>

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations 
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

<LCM: model management >

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
i. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
ii. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
iii. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

<LCM: model monitoring >

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iv. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
v. Overhead (e.g., signaling overhead associated with model monitoring)
vi. Complexity (e.g., computation and memory cost for model monitoring)
vii. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
viii. FFS: Power consumption
ix. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
1. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
1. Monitoring based on system performance, including metrics related to system peformance KPIs
1. Other monitoring solutions, at least following 2 options.
12. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
12. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

<LCM: functionality-based and model-based mechanisms>
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 




Based on the agreement and related discussion, one general issue for model management is whether spec needs to define a new procedure for AI/ML model management, especially for UE-side model or UE-side part of two sided model. Model registration could be considered as a kind of UE capability report in some cases but not in some other cases. In the case that UE-sided model is controlled by UE itself, i.e. model selection/switching/update is up to UE’s decision, we see no reason to define a new procedure for model registration since it is exactly same as UE capability report that has been supported in legacy. One difference may be that the relevant UE capability could be updated more frequently than legacy due to model switching or model update at UE side. In this regard, enhanced UE capability report framework can be considered, e.g. UE may report supported performance range via UE capability report and report via L1/L2 signaling on the actual performance corresponding to the UE AI/ML model being applied currently.
Observation #1: If UE controls UE model(s), there is no need to define a new procedure for model registration since it is considered as a UE capability report. We can further consider whether the UE capability report needs to be updated more frequently than legacy, e.g. when UE updated/switched UE-side model.
In the case that NW needs to control UE-part/UE-side model, both functionality-based and model-based LCM can be considered. For two-sided model, depending on the exact mechanism to align UE-part and NW-part models, model-based LCM may be required. On the other hand, benefit of model-based LCM is unclear for UE-sided model due to the following reasons
· In most cases, as observed previously, NW does not need to know UE AI/ML model but only requires to know UE functionality as 3GPP has been done in decades via UE capability reporting procedure.
· Model-based LCM requires more frequent signaling with larger payload, i.e. whenever model changes.
· Model-based LCM may induce implementation restriction, which may depend on the details of model information signaling.
Based on the above, we propose to adopt functionality-based LCM mechanism as a baseline approach. On top of that, we may further consider model-based LCM mechanism for some special cases with more focused work scope, e.g. for two-sided model only.
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model, with more focused work scope.
For the selected use cases, i.e. BM, CSI, positioning, the major specification impact for UE-sided model would be enhanced UE reports, e.g. enhanced beam report based on UE-side SD/TD prediction. In such cases, UE can monitor its model performance, e.g. via based on inference accuracy, input/output distribution, etc. so that the UE can select a proper model for a given channel environment even if the UE implements multiple AI/ML models. For fallback operation, NW can always configure/trigger another UE report based on non-AI/ML operation, e.g. UE can report non-AI/ML based beam(s) as well as AI/ML based predicted beam(s) based on NW configuration. Thus, there is no strong need for NW to control UE implementation on the number of AI/ML models and the currently activated AI/ML model in those cases. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it.
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it. 
Regarding the UE capability, its performance reference/requirement can be different across different UE implementation due to different AI/ML algorithm. Since AI/ML algorithm is not visible in specification, the performance reference/requirement needs to be carefully considered where different reference/requirement could be applied to different UE. It can also be considered that different reference/requirement could also be applied to a same UE according to AI/ML model switch/selection. 
Proposal #6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.
On the other hand, for two-sided models, e.g. CSI compression, model alignment between NW and UE is necessary. Thus for multiple AI/ML models for the same function, UE needs to inform NW on the number of AI/ML models and their characteristic, i.e. meta-data. Either UE or NW can select one model among the multiple models in such case. If UE selects the model, it means that UE would also select NW model since the two models need to be aligned, thus it seems less feasible considering that NW needs to communicate with multiple UEs. Thus, it may be better NW to control UE model in this case.
Proposal #7: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW. 

UE-NW collaboration levels
In RAN1#109e, the following agreement was made for defining UE-NW collaboration levels.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



In RAN1#110bis-e, it was clarified that Level x has no specification impact. Comparing Level y and Level z, Level z has additional specification impact on model transfer. Regarding model transfer with Level z, most details of model transfer signaling belong to RAN2 scope or out of 3GPP scope, e.g. UP or CP based solutions, model format, etc. Thus, RAN1 needs to avoid such duplicated discussion for model transfer. RAN1 may select and consider several RAN1-specific issues, e.g. model application timing when model is transferred to UE. 
Proposal #8: For collaboration level z, RAN1 should focus on RAN1-specific issues only, and the details of model transfer such as model format should be handled by RAN2, if needed.

Common KPIs
In RAN1#110b-e, it was further agreed regarding on common KPIs for evaluating performance benefits of AI/ML as captured below. 
	Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)



The FFS point is whether to include latency and/or power consumption or not. In our view, latency can be a good KPI for the AI/ML model comparison in terms of time domain complexity. However, how to measure this KPI and alignment of this KPI seem difficult. For example, the assumption of start and end points of latency measurement may be different among companies, so it is expected unnecessary discussion on how to define latency. Also, it has dependency on each companies’ simulation platform and their hardware equipment. Lastly, the computational complexity such as FLOPs can implicitly provide inference latency, since larger FLOPs requires larger processing time. Based on the above discussion, latency is not preferred as a common KPI. 
Regarding power consumption, it mainly depends on the UE and/or NW side implementation of AI/ML model, so it is questionable how to fairly measure and compare with non-AI/ML based scheme. So, it power consumption is not considered as common KPI. 

Proposal #9. Latency and power consumption are not considered as a common KPI. 

Conclusion
In this contribution, the following observations and proposals are provided.
Observation #1: If UE controls UE model(s), there is no need to define a new procedure for model registration since it is considered as a UE capability report. We can further consider whether the UE capability report needs to be updated more frequently than legacy, e.g. when UE updated/switched UE-side model.
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML functional framework.
· The functional framework may be modified later based on the progress of LCM
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity (i.e. either UE or NW) has which AI/ML function(s). 
Proposal #3: Define the following three stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Model monitoring & update stage
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model, with more focused work scope.
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability and/or reliability of the reported values for NW to decide whether or not to use it. 
Proposal #6: Multiple performance references/requirements for AI/ML model should be considered for the same functionality, e.g. a relaxed prediction requirement and a tighter prediction requirement.
Proposal #7: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW. 
Proposal #8: For collaboration level z, RAN1 should focus on RAN1-specific issues only, and the details of model transfer such as model format should be handled by RAN2, if needed.
Proposal #9. Latency and power consumption are not considered as a common KPI. 
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