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[bookmark: _Toc415085486][bookmark: _Toc503902285]1  Introduction
According to discussion in 3GPP RAN1#111 meeting, some progress has been made on evaluation methodology for CSI feedback enhancement. The following agreements and conclusions were extracted from the Chair’s note [1]: 
Working Assumption
[bookmark: OLE_LINK40][bookmark: OLE_LINK41]For the AI/ML based CSI prediction sub use case, the nearest historical CSI prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction
Agreement
[bookmark: OLE_LINK29]For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· [bookmark: OLE_LINK64]Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· [bookmark: OLE_LINK65]Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· [bookmark: OLE_LINK108]Note: the above cases apply for training Type 1/2/3
Others are not precluded
In this contribution, we provide our views on further details for evaluation methodology and share some initial evaluation results.

[bookmark: OLE_LINK17]2  CSI compression
2.1 AI/ML Model Description
[bookmark: OLE_LINK100]An autoencoder architecture is applied to compress and reconstruct CSI matrix. There are encoder and quantization modules at the UE side, de-quantization and decoder modules at the BS side. The encoder takes the original eigenvectors V as the input and compresses it into a codeword. Then, the codeword is sent to quantization module and fed back to the BS as a bit stream. Dequantization module recovers the codeword from the received bit stream. After that, the BS reconstructs original eigenvectors from codeword.
[image: Diagram
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Figure 1 The structure of AI/ML based CSI compression
Specifically, the input of the encoder includes eigenvectors for N subbands, which are formulated as , where  denotes the eigenvector for the n-th subband. The codewords can be formulated as , where  represents the function of the encoder. The quantizer at the UE side maps the floating-point vector to a quantized bit stream for CSI feedback. The quantization module can be formulated as , where  represents the function of the quantizer. In our simulation, scalar quantization is used. The de-quantizer recovers the compressed CSI from the feedback CSI bit stream and sends it as the input to the decoder. The de-quantized CSI can be formulated as  where represents the function of the de-quantizer. The decoder recovers the eigenvectors. The recovered eigenvectors can be formulated as , where  represents the function of the decoder.
2.2 Quantization issue
[bookmark: OLE_LINK54][bookmark: OLE_LINK62]We would like to discuss the quantization issue for CSI compression in this subsection. The quantization operation divides the domain into a finite number of non-overlapping subintervals and the input of the quantizer fallen into each of the sub-interval is represented with a fixed value. Although the quantization operation introduces quantization error, which can be regarded as noise, it can greatly reduce the feedback overhead. The quantization operation often placed on the tail of CSI generation part; Dequantization in CSI compression refers to the reverse procedure on the beginning of CSI reconstruction part, i.e., mapping from bit-format payload to float-format decoder input. The averaged quantization bit can be used to describe the quantization effect of a specific quantization method, which is defined as the averaged bit to quantize a float number. 
[bookmark: OLE_LINK57][bookmark: OLE_LINK56][bookmark: OLE_LINK71][bookmark: OLE_LINK145]For quantization non-aware training, quantization effect will not be considered during training stage, the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training. For quantization-aware training, quantization/dequantization is involved in the training process. We will compare the performance of scalar quantization/dequantization methods under Quantization aware training and Quantization non-aware training in the following. For AI/ML model, detailed training parameters are listed in Table 4.
Table 1 CSI compression results for Dense Urban UMa scenario
	[bookmark: _Hlk127369520]KPI
	Quantization
	Non-Quantization

	
	[bookmark: OLE_LINK58]Quantization non-aware training
	[bookmark: OLE_LINK97]Quantization aware training
	

	
	[bookmark: OLE_LINK59]2bits/float
(128bits)
	4bits/float
(256bits)
	6bits/float
(384bits)
	2bits/float
(128bits)
	4bits/float
(256bits)
	6bits/float
(384bits)
	

	GCS
	0.6625
	0.9212
	0.9838
	0.8720
	0.9752
	0.9756
	0.9877

	SGCS
	0.4389
	0.8487
	0.9679
	0.7603
	0.9511
	0.9518
	0.9756



[bookmark: OLE_LINK74][bookmark: OLE_LINK73][bookmark: OLE_LINK75][bookmark: OLE_LINK27][bookmark: OLE_LINK63][bookmark: OLE_LINK78][bookmark: OLE_LINK83]In table above, the performances of Intermediate KPIs of both quantization-aware training and quantization non-aware training are presented for comparison. Three cases with different averaged quantization bit are evaluated for further comparison. When the CSI generation output is quantized by 6bits/float, the performance of quantization non-aware training and quantization-aware training are quite close to ideal one and when the CSI generation output is quantized by 2bits/float, the performance of quantization non-aware training reduces by 32% in GCS. We can see that quantization aware training achieves good performance than quantization non-aware training when using 2bits/float to quantize. However, Performance of quantization aware training could be lower than that of quantization non-aware training when using 6bits/float to quantize.
[bookmark: OLE_LINK26][bookmark: OLE_LINK36]Observation 1: Quantization loss is specific to average quantization bit number and smaller average quantization bit means larger quantization loss.
Observation 2: Quantization aware training is better than quantization non-aware training for 2 and 4 bit/float cases, but worse for 6 bit/float cases.
[bookmark: OLE_LINK60]Observation 3: The worst case is Quantization non-aware training with 2bits/float which shows ~32% performance degradation (evaluated using intermediate KPI GCS) when applying scalar quantization.
[bookmark: OLE_LINK61]Observation 4: The best case is Quantization non-aware training with 6bits/float can cause ~0.3% performance degradation (evaluated using intermediate KPI GCS) when applying scalar quantization.
[bookmark: OLE_LINK24][bookmark: OLE_LINK126]Observation 5: If average quantization bit is larger than 6bits/float, both quantization aware-training and non-aware training shows similar performance as non-quantization case.
[bookmark: OLE_LINK130]Proposal 1: Quantization aware training should be chosen as a better trade-off between performance and overhead when applying scalar quantization.
[bookmark: OLE_LINK11]Proposal 2: The average quantization bit number of 4bit/float is a good trade-off between performance and overhead.

[bookmark: OLE_LINK20]3 CSI Prediction
[bookmark: OLE_LINK111][bookmark: OLE_LINK114]For CSI prediction, we focus on UE side prediction where the past measured channel based on CSI-RS are stored in buffer and used to predict the next one CSI-RS occasion. The CSI prediction mainly rely on time domain correlation priority of the channel. A LSTM (Long-Short-Term-Memory, LSTM) network is a nature choice in this case. The structure of LSTM network is show Figure 2.
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Figure 2 The structure of LSTM network
[bookmark: OLE_LINK131][bookmark: OLE_LINK132][bookmark: OLE_LINK87][bookmark: OLE_LINK146][bookmark: OLE_LINK34][bookmark: OLE_LINK144]We perform a preliminary simulation on the sub-use case of CSI prediction to evaluate the performance of different AI model which are LSTM and CNN-LSTM (Convolutional Neural Networks based Long-Short-Term-Memory, CNN-LSTM), the nearest historical are adopted for performance comparison. For AI/ML model, detailed training parameters are listed in Table 6 and Table7. 
[bookmark: OLE_LINK19]Table 2 CSI prediction based on diverse samples of historical CSIs
	[bookmark: _Hlk127367445][bookmark: OLE_LINK32][bookmark: OLE_LINK121][bookmark: OLE_LINK127][bookmark: OLE_LINK128][bookmark: OLE_LINK33]KPI
	CSI prediction
	[bookmark: OLE_LINK47]Nearest historical CSI

	
	[bookmark: OLE_LINK35][bookmark: OLE_LINK2]Historical samples T=4
	Historical samples T=6
	Historical samples T=8
	

	
	LSTM
	CNN-LSTM
	LSTM
	CNN-LSTM
	LSTM
	CNN-LSTM
	

	[bookmark: _Hlk127262740]GCS
	0.8948
	0.9162
	0.9241
	0.9274
	0.9351
	0.9809
	0.8545                                              

	SGCS
	0.8051
	0.8448
	0.8577
	0.8636
	0.8787
	0.9625
	0.7454



[bookmark: OLE_LINK37][bookmark: OLE_LINK66][bookmark: OLE_LINK31]Observation 6: Both LSTM and CNN-LSTM based CSI prediction can completely outperform the nearest historical CSI. 
Observation 7: The prediction accuracy of both AI-based approaches improves with the rise of number of historical CSIs.
[bookmark: OLE_LINK5]Observation 8: Both LSTM and CNN-LSTM based CSI prediction shows similar performance as nearest historical CSI when historical samples is 4.
[bookmark: OLE_LINK30][bookmark: OLE_LINK129][bookmark: OLE_LINK38][bookmark: OLE_LINK123][bookmark: OLE_LINK122][bookmark: OLE_LINK124]Observation 9: CNN-LSTM-based CSI prediction can completely outperform LSTM-based CSI prediction.
[bookmark: OLE_LINK67]Proposal 3: For CSI prediction based on AI/ML model, we suggest that using at least 4 historical CSI samples to achieve a comparable performance as that of the nearest historical CSI.  
[bookmark: OLE_LINK68]Proposal 4: LSTM-CNN model is preferred for CSI prediction.
4 Conclusions
In this contribution, we discuss the evaluations on AI/ML for CSI feedback enhancement and provide preliminary simulation results. We have the following observations and proposals.
Observation 1: Quantization loss is specific to average quantization bit number and smaller average quantization bit means larger quantization loss.
Observation 2: Quantization aware training is better than quantization non-aware training for 2 and 4 bit/float cases, but worse for 6 bit/float cases.
Observation 3: The worst case is Quantization non-aware training with 2bits/float which shows ~32% performance degradation (evaluated using intermediate KPI GCS) when applying scalar quantization.
Observation 4: The best case is Quantization non-aware training with 6bits/float can cause ~0.3% performance degradation (evaluated using intermediate KPI GCS) when applying scalar quantization.
Observation 5: If average quantization bit is larger than 6bits/float, both quantization aware-training and non-aware training shows similar performance as non-quantization.
Observation 6: Both LSTM and CNN-LSTM based CSI prediction can completely outperform the nearest historical CSI. 
Observation 7: The prediction accuracy of both AI-based approaches improves with the rise of number of historical CSIs.
Observation 8: Both LSTM and CNN-LSTM based CSI prediction shows similar performance as nearest historical CSI when historical samples is 4.
Observation 9: CNN-LSTM-based CSI prediction can completely outperform LSTM-based CSI prediction.
Proposal 1: Quantization aware training should be chosen as a better trade-off between performance and overhead when applying scalar quantization.
Proposal 2: The average quantization bit number of 4bit/float is a good trade-off between performance and overhead.
Proposal 3: For CSI prediction based on AI/ML model, we suggest that using at least 4 historical CSI samples to achieve a comparable performance as that of nearest historical CSI.  
Proposal 4: LSTM-CNN model is preferred for CSI prediction.
[bookmark: OLE_LINK125]An summary of capturing our evaluation results for CSI compression in the template which is agreed on last meeting is shown in Table3 and Evaluation results for CSI prediction is shown in Table4.
Table 3 Evaluation results for CSI compression
	
	
	[bookmark: OLE_LINK109]Mavenir

	[bookmark: _Hlk127369325]CSI generation part
	AL/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	/
	/

	
	Post-processing
	/
	/

	
	Number of parameters/M
	8
	8

	CSI reconstruction part
	AL/ML model backbone
	Transformer
	Transformer

	
	[Pre-processing]
	/
	/

	
	[Post-processing]
	/
	/

	
	Number of parameters/M
	8
	8

	Common description
	Input type
	Eigenvectors of channels
	Eigenvectors of channels

	
	Output type
	Eigenvectors of channels
	Eigenvectors of channels

	
	Quantization /dequantization method
	Scalar quantization
	Scalar quantization

	Dataset description
	Train/k
	8
	8

	
	Test/k
	2
	2

	
	Ground-truth CSI quantization method
	Float32
	Float32

	Quantization
	Quantization non-aware training
	Quantization aware training

	Benchmark
	[bookmark: OLE_LINK98]Non-quantization
	Non-quantization

	[bookmark: _Hlk127368874]Intermediate KPI GCS of benchmark, [layer 1]
	CSI feedback payload 128bits
	[bookmark: OLE_LINK105]0.9877
	0.9877

	
	CSI feedback payload 256bits
	0.9877
	0.9877

	
	CSI feedback payload 384bits
	0.9877
	0.9877

	Gain for intermediate KPI GCS, [layer 1]
	CSI feedback payload 128bits
	-0.3252
	-0.1157

	
	CSI feedback payload 256bits
	-0.0665
	-0.0125

	
	CSI feedback payload 384bits
	-0.0039
	-0.0121

	[bookmark: _Hlk127368968]Intermediate KPI SGCS of benchmark, [layer 1]
	CSI feedback payload 128bits
	[bookmark: OLE_LINK106]0.9756
	0.9756

	
	CSI feedback payload 256bits
	0.9756
	0.9756

	
	CSI feedback payload 384bits
	0.9756
	0.9756

	Gain for intermediate KPI SGCS, [layer 1]
	CSI feedback payload 128bits
	-0.5367
	-0.2153

	
	CSI feedback payload 256bits
	-0.1269
	-0.0245

	
	CSI feedback payload 384bits
	-0.0077
	-0.0238



[bookmark: OLE_LINK120]Table 4 Evaluation results for CSI prediction
	
	
	Mavenir

	AI/ML model description
	AL/ML model backbone
	LSTM
	LSTM
	LSTM
	CNN-LSTM
	CNN-LSTM
	CNN-LSTM

	
	[Pre-processing]
	/
	/
	/
	/
	/
	/

	
	[Post-processing]
	/
	/
	/
	/
	/
	/

	
	Parameters/M
	6
	6
	6
	8
	8
	8

	
	Input type
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels

	
	Output type
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels
	Eigenvectors of channels

	Assumption
	UE speed
	30km/h
	30km/h
	30km/h
	30km/h
	30km/h
	30km/h

	
	CSI feedback periodicity
	5ms
	5ms
	5ms
	5ms
	5ms
	5ms

	
	Observation window (number/distance)
	4
	6
	8
	4
	6
	8

	
	Prediction window (number/distance)
	1
	1
	1
	1
	1
	1

	
	Whether/how to adopt spatial consistency
	/
	/
	/
	/
	/
	/

	Dataset size
	Train/k
	10
	10
	10
	10
	10
	10

	
	Test/k
	2
	2
	2
	2
	2
	2

	Benchmark 1
	Nearest historical CSI

	Intermediate KPI GCS of Benchmark 1
	
	0.8545
	0.8545
	0.8545
	0.8545
	0.8545
	0.8545

	Gain for intermediate KPI GCS over Benchmark 1
	
	0.0403
	0.0696
	0.0806
	0.0617
	0.0729
	0.1264

	Intermediate KPI SGCS of Benchmark 1
	
	0.7454
	0.7454
	0.7454
	0.7454
	0.7454
	0.7454

	Gain for intermediate KPI SGCS over Benchmark 1
	
	0.0597
	0.1123
	0.1333
	0.0994
	0.1182
	0.2171



5. References
1. Chairman’s notes, RAN1 #111.
Appendix
[bookmark: OLE_LINK110][bookmark: OLE_LINK139][bookmark: OLE_LINK138]Table 5 Dataset construction for CSI compression
	[bookmark: OLE_LINK137]Parameter
	Descriptions

	Channel type
	UMa

	UE distribution
	100% outdoor-LOS (30km/h)

	Number of sectors
	7

	Number of sectors per cell
	3

	Number of UEs per sector
	5 

	Simulation drop
	10

	Samples Per UE
	50



Table 6 Training parameters of AI/ML model for CSI compression
	[bookmark: _Hlk110499082]AI/ML model details
	Value

	Backbone
	Transformer

	Training dataset size
	8,000

	Testing dataset size
	2,000

	Training/testing input type
	Eigenvectors of channels

	Training/testing output type
	Eigenvectors of channels

	Batch size
	64

	Epoch
	400

	Encoder output size
	64

	Quantization method
	Scalar quantization



Table 7 Dataset construction for CSI prediction
	Parameter
	Descriptions

	Channel type
	UMi

	UE distribution
	100% outdoor-LOS (30km/h)

	Number of sectors
	7

	Number of sectors per cell
	3

	Number of UEs per sector
	10

	gNB antenna
	[Mg Ng M N P; Mp Np] = [1 1 2 8 2; 2 8]

	UE antenna
	[Mg Ng M N P; Mp Np] = [1 1 1 1 2; 1 1]

	TTI interval between neighboring samples
	5ms



Table 8 Training parameters of AI/ML model for CSI prediction based on LSTM
	[bookmark: OLE_LINK134]AI/ML model details
	Value

	Backbone
	LSTM

	Training dataset size
	10000

	Testing dataset size
	2,000

	Training/testing input type
	[bookmark: OLE_LINK46]Eigenvectors of channels

	Training/testing output type
	Eigenvectors of channels

	Batch size
	64

	Epoch
	500



Table 9 Training parameters of AI/ML model for CSI prediction based on LSTM+CNN
	AI/ML model details
	Value

	Backbone
	LSTM+CNN

	Training dataset size
	10000

	Testing dataset size
	2,000

	Training/testing input type
	Eigenvectors of channels

	Training/testing output type
	Eigenvectors of channels

	Batch size
	64

	Epoch
	700
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