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1. Introduction
In [1], RAN1 received a liaison statement from RAN2 requesting feedback on the granularity of LBT failure notification to the MAC layer for the SL-specific consistent LBT failure detection. Below, a copy of relevant RAN2 agreements captured in the LS is provided below for convenience.
	Agreement on consistent LBT failure:
1: 	SL-specific LBT failure indication from PHY is needed for SL-specific consistent LBT failure detection in the MAC. How/whether it is used for other purposes can be further discussed.
2:	Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.
3:	Send LS to RAN1 asking “When an SL-specific LBT failure indication is notified for an SL transmission by the PHY, in which resource granularity the SL-specific LBT failure can be considered as being detected (e.g. per Resource Pool, per RB set, per SL BWP, etc.)?
	- Detailed wording can be discussed during the email discussion. Some background information (e.g. why/what we (actually) ask) can be also provided.
4:	As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.
5:	As in NR-U, introduce the following parameters and variables for the SL-specific consistent LBT failure detection in SL-U as the baseline:
	- An SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER);
	- An SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount);
	- An SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer).
6:	Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)
	- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.
	- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
	- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
7:	Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.


Specifically, RAN2 is requesting RAN1 to provide the guideline on the following question related to the SL LBT failure indication. 
· Question: When SL LBT failure is notified by PHY due to an intended SL transmission, what is the granularity in which MAC can consider that the SL LBT failure has been detected (e.g. whether MAC can consider that the SL LBT failure has been detected per SL BWP, per SL resource pool, per RB set, etc.).  
In this contribution, we will analyze and discuss the necessity and benefits of different LBT failure reporting granularity options mentioned in RAN2’s LS, and provide our observations and views on the reporting issue.
2. Discussion
As described in RAN2 LS [1], in NR-U, LBT failure notification from the PHY layer is performed per BWP. In the NR Uu, a UE can be configured with multiple BWPs and when a consistent LBT failure is observed on one BWP (e.g., due to high congestion), the UE can be switched to another BWP to gain access to the unlicensed channel. As also mentioned in RAN2’s LS, there is only one SL BWP can be configured in SL-U and hence it is not possible to switch SL BWP to mitigate the problem of SL-specific consistent LBT failure detection. In this sense, it seems like LBT failure notification per-BWP in SL-U does not provide much benefit as there is no other SL BWP that the UE can be re-configured or switched to.
On the other hand, there are multiple RB sets in FR1 unlicensed bands supported in SL-U and as well as a UE can be (pre-)configured with up to 8 TX resource pools in a SL BWP. Transmission switching and resource re-configuring among the RB sets and resource pools would be quite feasible and straight forward. 
Observation 1: In SL-U, there can be multiple RB sets with an unlicensed band and UE can be (pre-)configured with up to 8 TX resource pools, but there is only one SL BWP. From TX switching and resource re-configuring perspectives, it seems reasonable that the LBT failure notification by PHY layer should be reported per resource pool or per RB set.
During RAN1#110bis-e, RAN1 made the following agreement on the multi-channel access procedure.
	Agreement
For dynamic channel access mode with multi-channel case in SL-U, NR-U UL channel access procedure is considered as baseline for transmission on multiple channels
· FFS: whether transmission of PSFCH and/or S-SSB on a subset of RB sets is supported (using the NR-U DL channel access procedure as baseline)
· FFS any necessary enhancement and modification for the SL-U operation


According to this agreement, when a UE attempts to access multiple channels in an unlicensed carrier to start SL transmissions at the same time on all the channels, the UE may not transmit on any of the channels if one of the LBT attempts is a failure. In such an all-or-nothing approach (one LBT failure means no access in all channels / RB sets), LBT failure notification per RB set from the PHY layer also seems redundant as well.
Observation 2: Due to existing RAN1 agreement that the NR-U UL channel access procedure is considered as baseline for SL transmission on multiple channels (one LBT failure on one channel means no access in all channels / RB sets), LBT failure notification per RB set from the PHY layer seems redundant.
Furthermore, if LBT failure reporting granularity is per RB set and the resource pool covers more than one RB sets, it means the MAC layer should subsequently select resources from RB sets within the RP that do not experience LBT failure. This will have some impact to the mode 2 resource selection procedure due to LBT failure reporting. Therefore, it is more straight forward for the PHY layer to report LBT failure per SL resource pool.
Proposal: The LBT failure notification from the PHY layer should be reported per resource pool.
3. Conclusion
Observation 1: In SL-U, there can be multiple RB sets with an unlicensed band and UE can be (pre-)configured with up to 8 TX resource pools, but there is only one SL BWP. From TX switching and resource re-configuring perspectives, it seems reasonable that the LBT failure notification by PHY layer should be reported per resource pool or per RB set.
Observation 2: Due to existing RAN1 agreement that the NR-U UL channel access procedure is considered as baseline for SL transmission on multiple channels (one LBT failure on one channel means no access in all channels / RB sets), LBT failure notification per RB set from the PHY layer seems redundant.
Proposal: The LBT failure notification from the PHY layer should be reported per resource pool.
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