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Introduction
The SID of the low power WUS (LP-WUS) can be found in [1].
	The study item includes the following objectives:
· Identify evaluation methodology (including the use cases) & KPIs [RAN1]
· Primarily target low-power WUS/WUR for power-sensitive, small form-factor devices including IoT use cases (such as industrial sensors, controllers) and wearables
· Other use cases are not precluded
· Study and evaluate low-power wake-up receiver architectures [RAN1, RAN4] 
· Study and evaluate wake-up signal designs to support wake-up receivers [RAN1, RAN4] 
· Study and evaluate L1 procedures and higher layer protocol changes needed to support the wake-up signals  [RAN2, RAN1] 
· Study potential UE power saving gains compared to the existing Rel-15/16/17 UE power saving mechanisms, the coverage availability, as well as latency impact of low-power WUR/WUS. System impact, such as network power consumption, coexistence with non-low-power-WUR UEs, network coverage/capacity/resource overhead should be included in the study [RAN1]
· Note: The need for RAN2 evaluation will be triggered by RAN1 when necessary. 


The contribution focuses on the evaluation methodology and KPIs.

Evaluation methodology
1.1 Power model for the main radio
In RAN1#110bis-e [2], the power model for the main radio was widely discussed and had the good progress.
	Agreement
Take the following power model for main radio for evaluation in LP-WUS/WUR SI,
· For IoT and wearable cases, reuse TR38.875 power model as baseline.
· For eMBB and other cases, reuse TR38.840 power model as baseline.
· Introduce ‘Ultra-deep sleep’ power state for main radio of UEs with LP-WUS receiver and reusing power model option 1 value of ‘Ultra-deep sleep’for LPHAP evaluation, i.e.,
· FFS: The details of ‘Ultra-deep sleep’ power state
Agreement
· The following power models are used ‘Ultra-deep sleep’ power state for main radio for evaluation
	Power State
	Relative Power (unit)
	Ramp-up and down transition energy (Note1):
(unit multiplied by ms)
	Ramp-up time
	Time for sync/re-sync

	Ultra-deep sleep
	[0.015]
	[2000 ~ 40000]
· Study to converge on candidate numbers to use for evaluation
· FFS: other values and reported by companies.
· FFS: down-selection of the values, 
· companies are encouraged to provide details for down-selection
	[400ms], FFS: 100ms
	X


Note1: 
· Ramp-up time may consist of the procedure for [main radio hardware tune on e.g., boot, memory load and etc.]
· Time for sync/re-sync consists of the procedure for [main radio to re-synchronization with the serving gNB etc.]
· FFS: X and whether/how to have different values depending on other factors, e.g., signal-to-noise ratio.
· Companies can report the assumption of X in the initial evaluation.
· Ramp up and down energy includes power for ramp-up and ramp-down. Energy consumption for sync/re-sync is separately calculated.
· The total time for main radio transition from ultra-deep sleep to active/micro sleep state is the sum of ramp-up time and time for sync/re-sync. 
· FFS whether/how to define ramp-down time, whether to separately describe the ramp-down energy consumption.
Note 2: the power state transitions in this table refer to transitions between ultra deep sleep state and active / micro sleep state.
Note 3: The values inside of ‘[ ]’ are to be used as starting point of future study on LP-WUS.



The total transition time/energy
It seems that the total transition energy includes the rump up/down energy and sync/re-sync energy, and the total transition time includes the rump up/down time and sync/re-sync time. For ease of understanding, we consider cell search as a part of sync/re-sync.
Ramp-up/down
The “Note1” says “Ramp-up time may consist of the procedure for [main radio hardware tune on e.g., boot, memory load and etc.]”. We think it is true. For ramp-down time, we fail to understand why we should discuss it separately. In R16/R17 UE power model, the ramp-up/down time are jointly modelled. Because the ramp-up and the ramp-down are always present in pair as shown in [3], the joint consideration is enough.
Table 1: The ramp-up/down time/energy
	
	The ramp-up/down time
	The ramp-up/down energy
	Note

	Deep sleep of the main radio
	20ms
	450
Using the triangle rule: (45-1)*20/2≈450
	Main radio: RF partial on (e.g. oscillator), controller on [3].

	Ultra deep sleep of the main radio
	400ms
	9000
Using the triangle rule: (45-0.015)*400/2≈9000
	Main radio: RF off, controller off [3].


Proposal 1: The ramp-up/down time could be 400ms, and the ramp-up/down energy could be 9000.
Sync/re-sync
Cell frequency search
In general, sync/re-sync includes cell frequency search (SS-raster search), timing acquisition and frequency error correction. However, it is not clear whether cell frequency search belongs to sync/re-sync during the main radio wake-up. In our view, companies did not consider cell frequency search for discussion of sync/re-sync. We try to discuss cell frequency search initially.
Specifically, if the LP-WUR supports mobility (continuous coverage), i.e. the LP-WUR can re-select a cell in time/frequency domain during UE movement, and if the LP-WUS is deployed in the same frequency as SSB in the cell, the main radio can know the frequency of the cell to be selected via the LP-WUR. In this case, the cell frequency search is not necessary. The restriction is that the LP-WUR should support mobility and the LP-WUS should be deployed in the same frequency as SSB in the cell.
Observation 1: If the LP-WUR supports mobility (continuous coverage) and if the LP-WUS is deployed in the same frequency as SSB in the cell, the cell frequency search is not necessary at the LP-WUR after wake-up.
As counterpart, if the LP-WUR does not support mobility, i.e. the LP-WUR cannot re-select a cell during UE movement and the main radio should be switched on to re-select a cell, the main radio can know the frequency of cell to be selected. In this case, the cell frequency search is not necessary.
Observation 2: If the LP-WUR does not support mobility, the cell frequency search is not necessary at the LP-WUR after wake-up, which has been done in cell re-selection at the LP-WUR.
For simplicity, we can assume cell frequency search is not included in sync/re-sync.
Timing acquisition and frequency error correction
The main radio can only rely on periodic reference signal for timing acquisition and frequency error correction. For simple case, the periodic reference signal can be SSB. Nevertheless, the periodic reference signal can include both SSB and additional TRS (e.g. R17 defined additional TRS) for optimization purpose. In RAN1#111 [4], the number of SSBs for timing acquisition and frequency error correction is widely discussed, and only the upper bound was agreed.
	Agreement
For MR, at least for FR1 evaluation,
· Number of SSBs for sync/re-sync for MR is up to 10
· Companies to report timeline and energy consumption
· Companies to provide feasibility analysis for transition time and transition energy with aim to converge to one or two set of values in RAN1#112


Since we aim to converge to one or two set of values for the total transition time/energy in RAN1#112, we try to provide the candidate values of the number of SSBs. 
In [3], additional 3 SSBs w.r.t. deep sleep is assumed for both timing acquisition and frequency error correction. In our view, the additional x SSBs can be used to acquire timing by decoding PBCH content and detecting time-index in PBCH-DMRS, and another additional y SSBs can be used for frequency error correction (from 10 ppm to 2 ppm). The value of x and y depends on different channel condition. It should be noted that 1/2/3 SSBs for wake-up from deep sleep (frequency error is from 2 ppm to 0.5ppm) are assumed in R17 PEI discussion for different channel condition respectively. Therefore, we have the following number of SSBs for different channel condition respectively and calculate sync/re-sync time/energy.
Table 2: Sync/re-sync time/energy
	
	The number of SSBs
	Sync/re-sync time
	Sync/re-sync energy

	Deep sleep of the main radio
	{1, 2, 3}
	{2, 22, 42}ms
Assume 2ms for duration of a SSB burst and 20ms for periodicity of SSB bursts
	{60*2, 60*2 + 20*18 + 100 + 60*2, (60*2 + 20*18 + 100)*2 + 60*2} = {120, 700, 1280}

	Ultra deep sleep of the main radio in worse channel condition
	9
3 SSBs for timing acquisition, 3 SSBs for frequency error correction, 3 SSBs for fine sync for PO reception
	162ms
	(60*2 + 20*18 + 100)*8 + 60*2 = 4760

	Ultra deep sleep of the main radio in general channel condition
	6
2 SSBs for timing acquisition, 2 SSBs for frequency error correction, 2 SSBs for fine sync for PO reception
	102
	(60*2 + 20*18 + 100)*5 + 60*2 = 3020

	Ultra deep sleep of the main radio in good channel condition
	3
1 SSB for timing acquisition, 1 SSB for frequency error correction, 1 SSB for fine sync for PO reception
	42ms
	 (60*2 + 20*18 + 100)*2 + 60*2 = 1280


Proposal 2: 3/6/9 SSBs for sync/re-sync for ultra-deep sleep can be assumed for different channel condition respectively.

1.2 Power model for the LP-WUR
In RAN1#110bis-e [2], the power model for the LP-WUR was also widely discussed and had the good progress.
	Agreement
The following power model for LP-WUR/WUS evaluation is considered,
· Relative power unit for LP-WUR ‘off’ state, i.e., the LP-WUR does not perform monitoring: 
· [0.001]
· Relative power unit for LP-WUR ‘on’ state, i.e., the LP-WUR performs monitoring: 
· [0.005/0.01/0.02/0.03/0.05/0.1/0.2/0.5/1/2/4]
· Other values are not precluded to be evaluated
· FFS: Mapping from values to a LP-WUR architecture or LP-WUR mode of operation
· No additional transition energy and transition time between ‘on’ and ‘off’ state as start point, FFS any transition energy and transition time if needed.
Note1: A unit of power is defined to be the same for main receiver and LP-WUS receiver.
Note2: the values provided is for the purpose of studying power saving gain, and the values can be further revisit and categorization depending on the receiver architecture discussion.
Note3: For LP-WUR ‘on’ state, more than one values within the above range may be used for evaluation (e.g. for a single LP-WUR architecture)
FFS: LP-WUR power consumption values for FR2.


In RAN1#111 [4], the power model for the LP-WUR was further discussed and the following agreement was achieved.
	Agreement
The following power model for LP-WUR is used for evaluation for FR1,
	Power State
	Relative Power (unit)
	Transition energy:
(unit multiplied by ms)
	Ramp-up time TLR, ramp-up
(ms)

	Off
	0.001
	[TLR, ramp-up *(PON+POFF)/2]
	TLR, ramp-up = FFS, and company to report TLR, ramp-up
 
FFS: Relation between Receiver architecture and its relative power and value of TLR, ramp-up

	On
	0.005/0.01/0.02/0.03/0.05/0.1/0.2/0.5/1/2/4
FFS: If other values are needed
	
	


FFS: whether further categorization/sub-categorization is needed and how.


The equation used by transition energy does not follow the triangle principle. For triangle principle, it should be TLR, ramp-up *(PON-POFF)/2, and the transition energy should be additional energy on top of the off state.
Proposal 3: Confirm whether the transition energy for the LP-WUR is the additional energy on top of the off state. If it is, the transition energy should be TLR, ramp-up *(PON-POFF)/2.Otherwise, confirm it as TLR, ramp-up *(PON+POFF)/2.
For the power value of the LP-WUR ‘on’, for simplicity, we select three “typical” values, i.e. 0.01, 0.1 and 1, and calculate the transition energy using the equation TLR, ramp-up *(PON+POFF)/2. 
Table 3: The relative power values for the LP-WUR
	
	Relative power (unit)
	Transition energy: (unit multiplied by ms)
	Ramp-up time TLR, ramp-up
(ms)
	Note

	Off
	0.001
	-
	-
	-

	On
	0.01
	1*(0.01+0.001)/2≈0.006
	1
	Example: Without mixer, without FLL

	
	0.1
	5*(0.1+0.001)/2≈0.25
	5
	Example: With mixer, with FLL

	
	1
	10*(1+0.001)/2≈5
	10
	Example: With mixer, with PLL


As shown the next sections, it can be observed that with low-complexity LP-WUR architecture and LP-WUS design, there could be large performance loss compared to R17 PEI, and thus it leads to very large resource overhead, e.g. exceeding AL 16 PDCCH resource. In our view, it is a critical issue for RRC CONNECTED state. Therefore, we think for RRC CONNECTED state high-complexity LP-WUR architecture (e.g. architecture with high-rate ADC and PLL, or architecture supporting OFDMA-based channel) can be used which is also power consumed.
Observation 3: For RRC IDLE or INACTIVE state, the power value of LP-WUR ‘off’ can be small, e.g. 0.01, for low-complexity LP-WUR architecture. For RRC CONNECTED state, the power value of LP-WUR ‘on’ can be large, e.g. 4, for high-complexity LP-WUR architecture.

Evaluation assumptions
There are lots of evaluation assumptions to be determined. In our view, some of them should be aligned among companies for progress, and others may be provided individually by companies as a part of their own solutions. For simplicity, we only focus on idle/inactive state, but it does not imply any prioritization.
1.3 Baseline evaluation assumptions
In RAN1#110bis-e [2], baseline evaluation assumptions were agreed.
	Agreement
The following is assumed for RRC IDLE/INACTIVE evaluation,
	Parameters
	Value

	i-DRX cycle length
	1.28s and other values not precluded and reported by companies, consider both with PEI/ without PEI

	e-DRX cycle length
	20.48s, 61.44s and other values not precluded, company to report which value(s) are used.  Note: ‘ultra-deep sleep’ state can be assumed for eDRX whenever necessary for baseline UE

	Number of POs in Paging Frame
	1

	Number of DRXs per PTW
	4

	Number of SSB before PO / PEI
	1, 2 or 3, (used for e.g., AGC adjustment, T/F tracking, serving cell and intra-F measurement)
company to report which value(s) are used
Note: the assumptions is for MR wakes from ‘Deep sleep’

	Sync/re-sync after ultra-deep sleep
	companies to report the timeline of sync/re-sync and X value, X is the time for sync/re-sync

	RRM Measurement
	Company to report whether and how the RRM measurement is assumed, e.g., whether RRM performed by main radio or LP-WUR, whether RRM is relaxed or not.

	LP-WUS monitoring
	Option 1: continuously monitoring
Option 2: discontinuously monitoring, with [T] ms as the period for complete an on-and-off cycle, and [D] ms as the active time for monitoring LP-WUS every cycle.

	Traffic
	Option 1 (baseline):
Per UE paging rate (R_E)= ([1%]) or ([0.1%]) or ([0.01%]) or ([0.001%]) within duration Y, [FFS Y is an i-DRX cycle length or an absolute time duration length]
· R_G denotes as the group paging rate and R_E denotes as UE paging rate, and 1-R_G=(1-R_E)^N, where N is the number of UEs in the group, and N is [TBD]
· FFS: how (R_G, R_E) for e-DRX derived from
 
FFS: Option 2 (optional):
Reusing TR 38.875 heart beat traffic model
	Model
	FTP3

	Packet size
	100 Bytes

	Mean inter-arrival time
	60s (per UE paging rate≈2%)


 
Model RRC connection phase power consumption as follows,
	RRC connection duration
	[30ms]

	Relative energy consumption of RRC connection block (Relative power x ms)
	[=3000]


 
Other options are not precluded can be reported by companies.

	Others
	Reported by companies






1.4 Traffic model
In RAN1#111 [4], the traffic model option 1 was updated as follows.
	Agreement
Update the IDLE/INACTIVE state traffic model option 1 as follows and remove traffic model option 2,
· The traffic arrival is modeled as a Poisson Arrival Process where inter-arrival times are exponentially distributed, the mean arrival time is P = YREF / RE, REF, where
· RE, REF= 1%, 0.1%, 0.01% or 0.001% and YREF = 1.28s
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· FFS: Value of N
· For LP-WUS
· Both per group and UE paging can be assumed.
Note：
· For i-DRX with i-DRX cycle duration Y second, 
· Per UE paging probability RE = 1 – (1 – RE, REF )Y/YREF
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· For e-DRX with K i-DRX cycles duration, L PTW duration of L i-DRX cycles, and an i-DRX cycle duration Y second
· Per UE paging probability is
· RE = 1 – (1 – RE, REF )(K-L)Y/YREF for the first i-DRX cycle within the PTW
· RE = 1 – (1 – RE, REF )LY/YREF for each of the remaining L-1 i-DRX cycles within the PTW
· Per group paging probability RG = 1 – (1 – RE)N, where N is the number of UEs in the group
· L=4 (as agreed in RAN1#110bis)


For RRC IDLE/INACTIVE state, if the LP-WUS contains the whole UE ID, the LP-WUS can wake up a UE, and per group paging probability RG is equal to per UE paging probability RE. If the LP-WUS contains a part of UE ID, the LP-WUS can wake up a group of UEs, and per group paging probability RG is much larger than per UE paging probability RE, since value of N is much larger than 1.
However, how to relate the bits number of UE ID in the LP-WUS to value of N is not simple, and value of N is also related to UE distribution in a cell. We may only use a typical value of N. For example, we can choose 10 as value of N like discussion of R17 PEI. We should keep in mind that a small bits number of UE ID in the LP-WUS may imply a large value of N in realistic.
Observation 4: The bits number of UE ID in the LP-WUS is related to value of N, and a small bits number of UE ID in the LP-WUS may imply a large value of N in realistic.

Performance metrics
In RAN1#110bis-e [2], the potential performance metrics were listed as follows.
	Agreement
For system impact analysis, the following performance metrics are considered to be provided,
	Performance Metric
	Note

	System overhead
	expressed as percentage of used part of all REs for LP-WUS (including guard band or time or others resource used for LP-WUR if any) among all resources
Other assumptions related to the system overhead analysis can be reported, e.g., the LP-WUR raw data rate evaluated in the coverage evaluations.

	FFS: Capacity impact
	[Evaluate the system capacity impact due to introducing of LP-WUS]

	FFS: NW power consumption / Energy Efficiency
	[Impact of LP-WUS/WUR operation on gNB energy consumption as performance metric in system impact analysis.]


For power and latency evaluation of the LP-WUS, the following performance metrics are considered to be provided.
	Performance Metric
	Note

	Power consumption
	Relative power consumption in units. The power consumption includes main radio and LP-WUR. For comparison, the relative power consumption and evaluation period for baseline schemes should also be provided, as well as the power saving gain (i.e., percentage of power consumption reduction of the proposed power saving scheme from the baseline scheme).

	Latency
	For IDLE/INACTIVE state, the latency is the time interval between the data arrival time at the gNB and the time of the first PO UE can [monitor/detect] the paging message
· FFS: if UE is not required to monitor a PO after wake-up, e.g., latency is the time interval between the data arrival time at the gNB and the time UE transmits the PRACH after LP-WUS detection.
· sync/re-sync for main radio is included
For CONNECTED state, TBD

	FFS: UPT
	FFS
Note: it is for connected mode purpose.


Companies to report baseline scheme, e.g., PO monitoring with i-DRX, e-DRX, with or without PEI
Companies to report the power consumption / power saving gain considering the FAR impact , latency considering MDR impact
Other performance metrics (e.g., mobility) can be reported by companies (if any)


In RAN1#111 [4], the potential performance metrics were updated as follows.
	Update the agreement in RAN1#110bis-E as follows,
For system impact analysis, the following performance metrics are considered to be provided,
	Performance Metric
	Note

	System overhead
	expressed as percentage of used part of all REs for LP-WUS (including guard band or time or others resource used for LP-WUR if any) among all resources
Other assumptions related to the system overhead analysis can be reported, e.g., the LP-WUR raw data rate evaluated in the coverage evaluations.

	Capacity impact
	[Evaluate the system capacity impact due to introducing of LP-WUS]
Note: it is for UEs which are in connected mode. Definition is the same as in XR TR.

	FFS: NW power consumption / Energy Efficiency
	[Impact of LP-WUS/WUR operation on gNB energy consumption as performance metric in system impact analysis.]


For power and latency evaluation of the LP-WUS, the following performance metrics definitions provided for future study
	Performance Metric
	Note

	Power consumption
	Relative power consumption in units. The power consumption includes main radio and LP-WUR. For comparison, the relative power consumption and evaluation period for baseline schemes should also be provided, as well as the power saving gain (i.e., percentage of power consumption reduction of the proposed power saving scheme from the baseline scheme).

	Latency
	For IDLE/INACTIVE state, 
· the latency is the time interval between the data arrival time at the gNB and the time of the first PO UE can [monitor/detect] the paging message
· alternatively, if UE is not required to monitor a PO after wake-up, company to report detailed procedure and definition of the latency
. In RAN1#111, there are no definitions being precluded
· sync/re-sync for main radio is included

	FFS: UPT
	FFS The definition is the same as in [TR38.840]
Note: it is for connected mode purpose.


Companies to report baseline scheme, e.g., PO monitoring with i-DRX, e-DRX, with or without PEI
Companies to report the power consumption / power saving gain considering the FAR impact, latency considering MDR impact
Other performance metrics (e.g., mobility) can be reported by companies (if any)


We will focus on RRC IDLE/INACTIVE state and discuss the system overhead, power consumption and latency.

Initial evaluation results
1.5 System overhead
The link level simulation can provide a set of MDR/FAR curves. In general, MDR curves are also called as BLER curves. Each curve corresponds to a certain level of system overhead. In each curve, MDR/FAR vs. SINR is plotted. We should select a curve which satisfies both a SINR point and a MDR/FAR point. The SINR point can be called as the required SINR, and the MDR/FAR point can be called as the required MDR/FAR.
The required MDR/FAR
In RAN1#110bis-e [2], the required MDR/FAR was discussed and provided as follows.
	Agreement
For the performance evaluations of LP-WUS candidate designs, it is assumed that
· The miss-detection rate (MDR) of LP-WUS [1%],
· The false-alarm rate (FAR) of LP-WUS
· [0.1%, 1%, 10%]
· Other values are not precluded for studying reported by companies
· Note: if LP-WUS for wake-up indication consists of two parts or even multiple parts, the proposed MDR/FAR should take into account the reception performance of the two or more parts jointly
· The above values applied in both RRC CONNECTED and IDLE/INACTIVE mode.
· FFS FAR requirement based on the study outcome of the impact of FAR on power consumption / power saving gain / system overhead
· FFS: Note: FAR should be evaluated both in the absence of gNB transmissions and in the presence of transmissions from gNB. Proponent to provide the details.


MDR
For MDR, in the traditional WUS discussion, MDR is more stringent to avoid missing the scheduling opportunities. As the conclusion of R16 power saving study item (in RAN1_AH_1901), the target of MDR of WUS is equal to 0.1%.
	Agreements:
The performance evaluation of the power saving signal/channel should target the miss detection at X% and the false alarm rate at Y% with the following aspects identified for the proposed power saving signal/channel
· The target of miss detection X% and the false alarm rate at Y% as baseline for evaluation
· For power saving signal/channel for wake-up purpose, X=[0.1] and Y=[1]
· For power saving signal/channel for go-to-sleep purpose, X=[1] and Y=[0.1]


Furthermore, as discussed in R17 PEI, the joint MDR was also proposed, since MDR of PEI and MDR of paging DCI are additive. Since the LP-WUS includes preamble and data payload, the joint MDR of preamble and data payload are both related to the final MDR of the LP-WUS. The joint MDR of paging reception for Behavior A (PEI is DTXed) is listed as follows.
MDR_Joint_A = MDR_PEI + (1 - MDR_PEI) * MDR_PagingPDCCH,
which comes from the agreement in RAN1#104e as follows.
	Agreement:
· Take Alt 1 as mandatory, and Alt 2 as optional
Alt 1 
For the performance evaluations of PEI candidate designs based on PDCCH, TRS/CSI-RS and SSS, 
1. The following are assumed, at the SNR where the Miss-Detection Rate (MDR) of paging PDSCH is 1%, 
0. When Behv-A is assumed: 
0. The joint miss-detection rate (MDR) of PEI and paging PDCCH defined below should be no worse than 1%: 
MDR_Joint_A = MDR_PEI + (1 – MDR_PEI) MDR_PagingPDCCH
0. The False-Alarm Rate (FAR) of PEI should be no larger than [1%]
0. When Behv-B is assumed: 
1. The joint miss-detection rate (MDR) of PEI and paging PDCCH defined below should be no worse than 1%: 
MDR_Joint_B = FAR_PEI + (1 – FAR_PEI) MDR_PagingPDCCH
1. The MDR of PEI should be no larger than [1%]
0. Note: The CFO is modeled at the input of PEI detection and based on LLS assumptions agreed in RAN1 #102-e. Companies should justify the applied random range for the CFO.
1. Companies to provide:
1. Information on the utilized detection method for each PEI candidate design (e.g., non-coherent detection or coherent detection)
1. The required #REs to comply with the performance assumptions
1. The maximum number of subgroups that can be carried in PEI, subject to the performance assumptions


It can be observed that the joint MDR is sum of weighted MDR of PEI and paging DCI. There are two examples to give the impression of the joint MDR.
· If the MDR of paging DCI is 0.9%, to achieve the joint MDR equal to 1%, the MDR of PEI should be about 0.1%.
· If the MDR of paging DCI is 0.5%, to achieve the joint MDR equal to 1%, the MDR of PEI should be about 0.5%. 
Since the joint MDR is a summation, MDR of both PEI and paging DCI should be low enough. 
Similarly, MDR of preamble and MDR of data payload is additive, and the joint MDR can be listed as follows.
MDR_Joint_A = MDR_preamble + (1 - MDR_preamble) * MDR_dataPayload
Since the joint MDR is sum of weighted MDR of preamble and MDR of data payload, to avoid the too low MDR of preamble and data payload respectively, the joint MDR may not too low.
Moreover, the joint MDR could consider MDR of the LP-WUS, PEI and paging DCI jointly. If so, the joint MDR should not be set too low, since it is the sum of weighted MDR of components.
Hence, we prefer setting MDR of the LP-WUS as 1%.
Proposal 4: Confirm that MDR of the LP-WUS is 1%.
FAR
Different from MDR, the joint FAR is not meaningful, since FAR of preamble and FAR of data payload is multiplicative.
On the other hand, FAR seems stringent for the separate WUS radio, since the false wake-up of the main radio will consume huge transition time/energy. Fortunately, UE ID embedded in the content or the CRC attachment can keep FAR low enough. Therefore, we prefer setting FAR of the LP-WUS small enough, such as 0.1%.
Proposal 5: FAR of the LP-WUS can be 0.1%.
The required SINR
The required SINR is related to the target coverage, since the target coverage in terms of link budget is calculated by the sensitivity, and the sensitivity is calculated by the required SINR. In RAN1#110bis-e [2], the coverage in terms of link budget was discussed and some assumptions were achieved.
	Agreement
For evaluation of the coverage of LP-WUS, the methodology and assumptions in R17 CovEnh SI (described in TR38.830) is reused as baseline.
· MIL is used as the metric for LP-WUS coverage evaluation
· urban (2.6GHz/4GHz), rural(700MHz) scenario for FR1 are considered to be evaluated, others (e.g., FR2) are not precluded.
Note: For IoT/wearables devices, refer to R17 Redcap SI TR38.875 if the assumptions differ from TR38.830.
Companies report any other assumptions which differ from the TR38.875/ TR38.830, e.g., Tx and Rx loss
Companies are encouraged to compare LP-WUS with at least PDCCH for paging, PUSCH, others are not precluded. FFS: Target coverage of LP-WUS


In R17 PEI evaluation, link budget was not discussed. In fact, we assumed that the required SINR is the same as that for paging PDCCH, in which the same coverage is assumed for R17 PEI and paging PDCCH. The target coverage for the LP-WUS needs to be further discussed.
Observation 5: The target coverage for the LP-WUS needs to be further discussed.
Preamble and data payload
It is majority view that LP-WUS contains preamble and data payload. Whether the preamble is sequence based (signal) or channel based is to be discussed. If the preamble carries 1-bit information about UE ID, it can be sequence based in which MDR and FAR can be both satisfied with sequence design like SSS. If the preamble carries multiple bits information about UE ID, it is better to be channel based, because FAR can be easily satisfied by CRC attachment. Moreover, channel based preamble can be also used for synchronization and measurement, e.g. PBCH payload can be reconstructed for synchronization and measurement in implementation. For simplicity, we can assume the preamble is channel based as well as the data payload for evaluation.
Initial evaluation results
Parameters for R17 PEI and the LP-WUS
To achieve the required MDR/FAR, evaluation results on resource overhead for PEI are shown in the RAN1#104bis-e agreement (see Appendix A.1). The parameters for R17 PEI and the LP-WUS that we preferred are listed as follows.
Table 4: Parameters for R17 PEI and the LP-WUS
	
	R17 PEI
	The LP-WUS

	General parameters
	Behavior A + channel based

	The required MDR
	0.1%
To meet the joint MDR of PEI and paging PDCCH, which is 1%. In this case, MDR of paging PDCCH approaches 1%
	1%

	The required FAR
	1%
It is mainly used for sequence-based PEI. For channel-based PEI, the actual FAR is much lower
	0.1%
For channel-based preamble and data payload, it is easily satisfied by using about 10 bits CRC. It is common understanding that FAR is about 2^(-21) for CRC length 24

	The required SINR
	SINR when MDR of paging PDCCH is 1%

	Paging PDCCH reference
	AL 8, 41-bit payload

	Paging PDSCH reference
	MCS0, TB scaling 1.0
It may imply the required CFO for PO reception
	N/A


It can be observed that the LP-WUS can use R17 PEI as reference in terms of the required MDR/FAR and SINR.
Observation 6: The LP-WUS can use R17 PEI as reference in terms of the required MDR/FAR and SINR.
Gap between R17 PEI and the LP-WUS
Due to low complexity of receiver architecture and processing modules, the LP-WUR may have performance loss compared to the main radio, e.g. noise figure and demodulation. On the other hand, due to special signal/channel design with cost of large resource overhead, the LP-WUR may have performance gain compared to the main radio, e.g. additional Manchester coding and 1-bit modulation. It was reported by [5]. Following this principle, we provide our estimated values for the loss and gain of the LP-WUS compared to R17 PEI as follows.
Table 5: The loss and gain of the LP-WUS (MC-ASK/FSK based) compared to R17 PEI
	
	Value of loss or gain
	Note

	Noise figure
	~8dB loss
	Due to low-complexity of the LP-WUR architecture

	Demodulation
	~4dB loss
	The envelop detection for MC-ASK/FSK has no channel compensation (channel estimation and equalization) and has low bit-width of fixed-point processing (comes from low bit-width of ADC)

	Channel decoding
	~3dB loss
	The main radio has large bit-width and more iterations for channel decoding algorithms

	[Channel coding scheme]
	[~?dB loss]
	The LP-WUS may not support complicated channel coding scheme, e.g. Polar/LDPC, but support block coding and/or Manchester coding. So the gap may be small

	Waveform/modulation
	~3dB gain
	ASK/FSK waveform/modulation for the LP-WUS has gain over QPSK+OFDM for R17 PEI, since QPSK+OFDM is sensitive to frequency error and phase noise and performance is limited by ICI

	[Coverage shrinkage]
	[~3dB gain]
	For discontinuous coverage, link budget of the LP-WUS is 3dB shorter than that of R17 PEI. In this case, the main radio is always switched on at the cell edge


It can be observed that the LP-WUS may have 9dB performance loss compared to R17 PEI.
Observation 7: The LP-WUS may have 9dB performance loss compared to R17 PEI.
Resource overhead for R17 PEI the LP-WUS
From above two tables, the resource overhead for the LP-WUS can be estimated according to that of R17 PEI (Appendix A.1).
Table 6: Resource overhead for R17 PEI and the LP-WUS
	
	R17 PEI
	The LP-WUS

	Information bits
	12
	41 bits
	12 bits: a small part of 48-bit for ng-5G-S-TMSI. The main radio should monitor PO after wake-up
	41 bits: the main part of 48-bit for ng-5G-S-TMSI). The main radio may not monitor PO after wake-up, if the remaining bits for ng-5G-S-TMSI is carried by location of the LP-WUS occasion, like PO location which carries some bits of UE ID

	Occupying REs
	288 (576 may be also feasible since R17 PEI has lower MDR than paging PDCCH)
	576
	288*8
9dB => 8x modulation symbols numbers compared to R17 PEI
The REs number to form a ASK/FSK symbol is not counted
	576*8
9dB => 8x modulation symbols numbers compared to R17 PEI
The REs number to form a ASK/FSK symbol is not counted


It can be observed that the resource overhead of the LP-WUS may be 288*8 or 576*8 REs for 12 or 41 bits respectively, if the LP-WUS has the similar coverage as R17 PEI.
Observation 8: The resource overhead of the LP-WUS may be 288*8 or 576*8 REs for 12 or 41 bits respectively, if the LP-WUS has the similar coverage as R17 PEI.
Compensation for performance loss 
There could be multiple options to compensate performance loss.
· Option 1: Relying on the rate matching mechanism, which has been supported for current DL channel, e.g. PBCH.
· Option 2: Lower code rate, which needs new channel coding scheme.
· Option 3: Repetition in time domain (multiple repeated occasions), which has been supported in some UL channels, e.g. PUSCH/PUCCH repetition.
· Option 4: Extending the duration of each MC-ASK/FSK symbol, which can be specified in MC-ASK/FSK waveform/modulation.
For Option 1, whether the LP-WUR supports current DL channel coding scheme (e.g. Polar/LDPC) should be discussed, since Polar/LDPC has high complexity at baseband which may be power consumed.
For Option 2, it needs too large spec impact.
For Option 3, the LP-WUR should support soft-combining, which may have slightly high complexity.
For Option 4, when the duration of each MC-ASK/FSK symbol is long enough, the LP-WUR can over sampling the received signal, and soft-combining can be performed at demodulation stage. It may have the similar complexity as Option 3. In this case, high-rate ADC is needed.
Therefore, we slightly prefer Option 3 and 4.
Proposal 6: Some enhancement with cost of resource overhead can be considered to compensate performance loss for the LP-WUS, e.g. repetition in time domain (multiple repeated occasions) and extending the duration of each MC-ASK/FSK symbol.
Duration of one LP-WUS occasion
If the number of occupying REs is achieved by above estimation method, the number of occupying REs should be transformed into the time/frequency resource unit in terms of OFDM symbols and PRBs, which is necessary for a channel structure.
Table 7: The number of OFDM symbols and PRBs estimated for the LP-WUS
	
	12 PRBs
	24 PRBs
	48 PRBs

	
	15kHz subcarrier spacing
	30kHz subcarrier spacing
	15kHz subcarrier spacing
	30kHz subcarrier spacing
	15kHz subcarrier spacing
	30kHz subcarrier spacing

	Transmission bandwidth
	2.16MHz
	4.32MHz
	4.32MHz
	8.64MHz
	8.64MHz
	17.28MHz

	OFDM symbols for 288*8 REs
	16 OFDM symbols
Duration: 16/14≈1.14ms
	16 OFDM symbols
Duration: 16/14/2≈0.57ms
	8 OFDM symbols
Duration: 8/14≈0.57ms
	8 OFDM symbols
Duration: 8/14/2≈0.29ms
	4 OFDM symbols
Duration: 4/14≈0.29ms
	4 OFDM symbols
Duration: 4/14/2≈0.14ms

	OFDM symbols for 576*8 REs
	32 OFDM symbols
Duration: 32/14≈2.29ms
	32 OFDM symbols
Duration: 32/14/2≈1.14ms
	16  OFDM symbols
Duration: 16/14≈1.14ms
	16  OFDM symbols
Duration: 16/14/2≈0.57ms
	8  OFDM symbols
8/14≈0.57ms
	8  OFDM symbols
Duration: 8/14/2≈0.29ms


It can be observed that the number OFDM symbols and the transmission bandwidth is a tradeoff. We also highlight the duration of one LP-WUS occasion exceeding 1ms or transmission bandwidth exceeding 5Mhz. It should be noted that the total duration could be over large if beam sweeping of the LP-WUS is considered.
Observation 9: When the transmission bandwidth is small, the duration of one LP-WUS occasion may be too large, and vice versa.

1.6 Power saving gain
According to power models and evaluation assumptions, Power Saving Gain (PSG) can be achieved by numerical analysis or system evaluation.
The preferred evaluation assumptions
For evaluation assumptions with multiple options, we select the preferred options.
· For the LP-WUS
· Power model
· LP-WUS off: power value 0.001
· LP-WUS on: power value 0.1, transition energy 0.25, transition time 5ms
· Duration of the LP-WUS burst is 2ms:  The LP-WUS is like SSB supporting beam sweeping
· The LP-WUS is periodically detected by the LP-WUR, and the periodicity is paging cycle for I-DRX
· For the main radio
· Power model is for eMBB and other cases, i.e. reusing TR38.840 power model as baseline
· The number of SSBs to process is under assumption of the worse channel condition is worse
· For traffic model
· Per group paging probability RG is assumed as 10%

Baseline scheme
R17 PEI can be baseline scheme, which is more power efficient than R15 PO monitoring.
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Figure 1: Illustration of baseline scheme, i.e. R17 PEI
RRM measurement
To be fair, the neighboring-cell measurement relaxation is assumed for R17 PEI, i.e. there is no intra-frequency or inter-frequency measurement during the evaluation time.
It seems fair to consider the serving-cell measurement relaxation for R17 PEI, but the serving-cell measurement is included in SSB processing for sync before PEI in each paging cycle, and thus there seems no additional power saving for the serving-cell measurement relaxation. On the contrary, we think the serving-cell measurement can be supported by the LP-WUS, so there could be fair comparison.
Observation 10: For R17 PEI as baseline scheme, the serving-cell measurement relaxation is not considered.
Power consumption
UE processing timeline can be found in Appendix A.2. When PEI indicates not to monitor PO, the power consumption is about 2350. When PEI indicates to monitor PO, the power consumption is about 4011. Therefore, when per group paging probability is 10%, the total power consumption is about 2350*0.9+4011*0.1≈2516.
LP-WUS scheme
There could be two schemes for processing timeline for the LP-WUS.
For Scheme-1, the main radio does not need to monitor PO after wake-up. The latency can be small, but the resource overhead may be large since the LP-WUS may contain one or more entire UE ID, which could be 48 bits for ng-5G-S-TMSI. 
For Scheme-2, the main radio still needs to monitors PO after wake-up, it is a little like R17 PEI, and balance between the latency and the resource overhead can be balanced.
In fact, Scheme-1 and Scheme-2 can be combined if we can set PO as 0 (i.e. no paging being monitored) for Scheme-2. Moreover, power consumption after being paged (i.e. PRACH and the following procedures) is not counted in R17 PEI evaluation. Hence, we can start from Scheme-2 for evaluation.
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Figure 2: Illustration of Scheme-2
RRM measurement
It should be noted that baseline scheme still includes serving-cell measurement. Fortunately, whether the LP-WUR supports the serving cell measurement is under discussion. With function of serving-cell measurement, the power consumption can be compared between baseline scheme and LP-WUS scheme. In this sense, both R17 PEI with (neighboring-cell measurement relaxation) and the LP-WUS can be used in the low-mobility or stationary scenarios at least.
Power consumption
UE processing timeline can be found in Appendix A.3. When the LP-WUS indicates not to monitor PO, the power consumption is about 1.7. When the LP-WUS indicates to monitor PO, the power consumption is about 15456. Therefore, when per group paging probability is 10%, the total power consumption is about 1.7*0.9+15456*0.1≈1547.
Therefore, the power saving gain is (2516-1547)/2516≈38%. 

1.7 Latency
For discontinuously (periodically) monitoring the LP-WUS, the latency depends on the periodicity of monitoring. For continuous monitoring the LP-WUS, the latency could be reduced with cost of power consumption. Discontinuously monitoring and continuous monitoring can be used in different use cases for different latency requirement. In fact, we do not expect both power consumption and latency can be improved obviously in a single use case for WAN. For LAN, especially small house, it can be true, which is proved by commercial use, e.g. Bluetooth or power-saving WiFi. Coverage and mobility are always difficulties for WAN.

Use cases
In RAN1#111 discussion, use cases were widely discussed, since the evaluation assumptions and the design targets are related to use cases. There were 3 use cases proposed, such as IoT, wearable and eMBB. However, we have concern on whether it will cause market segmentation. From perspective of modem hardware, spec only supports two device types, such as non-RedCap UE and RedCap UE. If 3 use cases are introduced, should we have 3 types of modem for the LP-WUR? If it is majority view, we are fine to introduce up to 3 types of hardware for the LP-WUR, which seems not big problem for the market segmentation.
Proposal 7: If use cases are to be introduced for the LP-WUS, the maximum number of use cases is 3.
The factors to differentiate use cases can be latency, form size, battery life, traffic characteristics and mobility. In our view, the performance metric, e.g. power consumption (requirement of battery life), latency and mobility, can be considered to differentiate use cases. In this way, use cases can be determined after evaluation results are provided in majority. Otherwise, we are not clear what KPI we can achieved and how to achieve it.
Proposal 8: The performance metric, e.g. power consumption (requirement of battery life), latency and mobility, can be considered to differentiate use cases, and use cases can be determined after evaluation results are provided in majority.

[bookmark: _Ref494215420][bookmark: _Ref502921678][bookmark: _Ref502921460]Conclusion
We have the following observations.
Evaluation methodology
Observation 1: If the LP-WUR supports mobility (continuous coverage) and if the LP-WUS is deployed in the same frequency as SSB in the cell, the cell frequency search is not necessary at the LP-WUR after wake-up.
Observation 2: If the LP-WUR does not support mobility, the cell frequency search is not necessary at the LP-WUR after wake-up, which has been done in cell re-selection at the LP-WUR.
Observation 3: For RRC IDLE or INACTIVE state, the power value of LP-WUR ‘off’ can be small, e.g. 0.01, for low-complexity LP-WUR architecture. For RRC CONNECTED state, the power value of LP-WUR ‘on’ can be large, e.g. 4, for high-complexity LP-WUR architecture.
Evaluation assumptions
Observation 4: The bits number of UE ID in the LP-WUS is related to value of N, and a small bits number of UE ID in the LP-WUS may imply a large value of N in realistic.
Initial evaluation results
Observation 5: The target coverage for the LP-WUS needs to be further discussed.
Observation 6: The LP-WUS can use R17 PEI as reference in terms of the required MDR/FAR and SINR.
Observation 7: The LP-WUS may have 9dB performance loss compared to R17 PEI.
Observation 8: The resource overhead of the LP-WUS may be 288*8 or 576*8 REs for 12 or 41 bits respectively, if the LP-WUS has the similar coverage as R17 PEI.
Observation 9: When the transmission bandwidth is small, the duration of one LP-WUS occasion may be too large, and vice versa.
Observation 10: For R17 PEI as baseline scheme, the serving-cell measurement relaxation is not considered.

We have the following proposals.
Evaluation methodology
Proposal 1: The ramp-up/down time could be 400ms, and the ramp-up/down energy could be 9000.
Proposal 2: 3/6/9 SSBs for sync/re-sync for ultra-deep sleep can be assumed for different channel condition respectively.
Proposal 3: Confirm whether the transition energy for the LP-WUR is the additional energy on top of the off state. If it is, the transition energy should be TLR, ramp-up *(PON-POFF)/2.Otherwise, confirm it as TLR, ramp-up *(PON+POFF)/2.
Initial evaluation results
Proposal 4: Confirm that MDR of the LP-WUS is 1%.
Proposal 5: FAR of the LP-WUS can be 0.1%.
Proposal 6: Some enhancement with cost of resource overhead can be considered to compensate performance loss for the LP-WUS, e.g. repetition in time domain (multiple repeated occasions) and extending the duration of each MC-ASK/FSK symbol.
Use cases
Proposal 7: If use cases are to be introduced for the LP-WUS, the maximum number of use cases is 3.
Proposal 8: The performance metric, e.g. power consumption (requirement of battery life), latency and mobility, can be considered to differentiate use cases, and use cases can be determined after evaluation results are provided in majority.
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Appendix

A.1  Agreement for PEI overhead in RAN1#104b-e (only Behavior A listed)
Agreement:
Observation 1a:
For the evaluation and comparison of PEI candidate designs, the following observations for coexistence with legacy PDSCH are identified:
1. For coexistence with legacy PDSCH, semi-static resouce sharing by configuring RB-symbol-level or RE-level rate-matching patterns covering PEI REs is supported for all PEI candidate designs.
1. For coexistence with legacy PDSCH, dynamic resource sharing can be realized for all PEI candidates if PDSCH is scheduled by DCI format 1_1
1. For PDCCH based PEI, CORESET-level rate matching can be realized for the PDSCH as per mandatory capability  
1. For SSS-based PEI, CORESET-level rate matching may be realized for the PDSCH as per mandatory capability, depending on the design of SSS-based PEI and UE capability regarding number of supported CORESETs  
1. For TRS/CSI-RS based PEI, RE-level rate matching can be realized for the PDSCH as per mandatory capability
1. When PDSCH is not scheduled by DCI format 1_1, it is up to gNB implementation whether and how PEI is transmitted in PDSCH resource

Observation 2a:
For the evaluation and comparison of PEI candidate designs, the following summarize the identified configurations of PEI candidate designs, including pairs of the minimum required resource and maximum UE (sub)group indication capacity per PEI, that can comply with the mandatory performance metrics agreed in RAN1 #104-e:
· If Behv-A is assumed,
	Paging Setting
	PEI candidate design
	Physical-layer configuration and resource
	UE (sub)group indication capcity 
	Number of companies providing performance results

	PDSCH: MCS0, TB scaling 1.0
PDCCH: AL8, 41-bit payload
	PDCCH-based PEI
	AL4 PDCCH with 12-bit payload, occupying 288 REs
	12 bits
	5 
(HW/HiSi, OPPO, ZTE, CATT, MTK)

	
	
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	7 
(Xiaomi, Intel, QC, Samsung, IDCC, Ericsson, vivo)

	
	
	AL8 PDCCH with 41-bit payload, occupies 576 REs
	41 bits
	1 (CATT) 

	
	SSS-based PEI
	1-symbol SSS, occupying 132 REs 
(11 RB x 1 symbol)
	3 bits
	1 (IDCC)

	
	
	2-symbol SSS, occupying 264 REs 
(11 RB x 2 symbols)
	1 bit
	6 
(HW/HiSi, vivo, ZTE, CATT, QC, Samsung)

	
	
	
	3 bits
	1 (IDCC)

	
	
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	≥ 8 bits
	1 (Intel)

	
	
	1-slot 28-RB TRS, occupying 168 REs (28 RB x 3 REs per RB x 2 symbols) 
	1 bit
	1 (HW/HiSi)

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (Samsung)

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	1 bit
	3 
(vivo, 
ZTE, Ericsson)

	
	
	
	6 bits
	1 (CATT) 

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	2 
(OPPO, QC)

	
	
	
	4 bits
	1 (MTK)

	 

	PDSCH: MCS0, TB scaling 0.5;
PDCCH: AL16, 41-bit payload
	PDCCH-based PEI
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	4 
(OPPO, ZTE, MTK, Intel)

	
	SSS-based PEI
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	3 bits
	1 (Intel)

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	8 bits
	1 (Intel)

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (OPPO)

	
	
	
	4 bits
	1 (MTK)



Observation 3a:
For the evaluation and comparison of PEI candidate designs, the following summarize average resource overheads per PO for PEI candidate designs, considering the configurations identified from performance observation.
· The average overhead results are based on PO settings without impact from UE sub-grouping indication within the PO.
· Note: For comparison purpose, single-beam transmission for PEI is assumed, and results with multi-beam transmission for PEI is scaled. This doesn’t preclude any beam-forming related design for PEI.
· If Behv-A is assumed:
	Paging Setting
	PEI candidate design
	Physical-layer configuration and resource
	UE (sub)group indication capacity 
	Number of companies providing performance results
	Average resource overhead per PO (REs)
	PO and PEI related assumptions
	Resource sharing assumption

	PDSCH: MCS0, TB scaling 1.0
PDCCH: AL8, 41-bit payload
	PDCCH-based PEI
	AL4 PDCCH with 12-bit payload, occupying 288 REs
	12 bits
	5 
(HW/HiSi, OPPO, ZTE, CATT, MTK)
	17.2
	OPPO
	1 PEI for up to 12 PO's
	 PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged 

	
	
	
	
	
	17.2
	ZTE
	1 PEI for up to 12 PO's
	

	
	
	
	
	
	17.6
	HW/HiSi
	1 PEI for up to 12 PO's
	

	
	
	
	
	
	21.8
	MTK
	1 PEI for up to 12 PO's; averaged all PO settings for 1.28-sec cycle
	

	
	
	
	
	
	28.8
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	288.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	7 
(Xiaomi, Intel, QC, Samsung, IDCC, Ericsson, vivo)
	49.5
	vivo
	1 PEI for 4 PO
	 PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged 

	
	
	
	
	
	57.6
	vivo
	1 PEI for 1 PO
	

	
	
	
	
	
	57.6
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	57.6
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	

	
	
	AL8 PDCCH with 41-bit payload, occupies 576 REs
	41 bits
	1 (CATT) 
	57.6
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	576.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	SSS-based PEI
	1-symbol SSS, occupying 132 REs 
(11 RB x 2 symbols)
	3 bits
	1 (IDCC)
	 
	 
	 
	 

	
	
	2-symbol SSS, occupying 264 REs 
(11 RB x 2 symbols)
	1 bit
	6 
(HW/HiSi, vivo, ZTE, CATT, QC, Samsung)
	25.4
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	25.4
	vivo
	1 PEI for 1 PO
	

	
	
	
	
	
	26.4
	ZTE
	1 PEI for 1 PO
	

	
	
	
	
	
	28.8
	CATT
	1 PEI for 1 PO
	

	
	
	
	
	
	28.8
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	254.0
	HW/HiSi
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	
	
	
	264.0
	ZTE
	1 PEI for 1 PO
	

	
	
	
	
	
	288.0
	QC
	1 PEI for 1 PO
	

	
	
	
	3 bits
	1 (IDCC)
	 
	 
	 
	 

	
	
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)
	34.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	437.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle; RB-symbol rate-matching pattern period up to 40 ms
	Semi-static rate-matching in PDSCH

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	≥ 8 bits
	1 (Intel)
	14.4
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 28-RB TRS, occupying 168 REs (28 RB x 3 REs per RB x 2 symbols) 
	1 bit
	1 (HW/HiSi)
	123.4
	HW/HiSi
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	168.0
	HW/HiSi
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (Samsung)
	21.6
	Samsung
	1 PEI for 1 PO; 
PEI RE# scaled w.r.t. 1-beam
	Dynamic rate-matching in PDSCH

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	1 bit
	3 
(vivo, 
ZTE, Ericsson)
	28.8
	vivo
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	28.8
	ZTE
	1 PEI for 1 PO
	

	
	
	1-slot 48-RB TRS, occupying 288 REs (48 RB x 3 REs per RB x 2 symbols)
	6 bits
	1 (CATT) 
	28.8
	CATT
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	288.0
	CATT
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	2
 (OPPO, QC)
	30.0
	OPPO
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	30.0
	QC
	1 PEI for 1 PO
	

	
	
	
	
	
	300.0
	QC
	1 PEI for 1 PO
	Semi-static rate-matching in PDSCH

	
	
	
	4 bits
	1 (MTK)
	26.0
	MTK
	1 PEI for up to 4 PO's
	Dynamic rate-matching in PDSCH

	 

	PDSCH: MCS0, TB scaling 0.5;
PDCCH: AL16, 41-bit payload
	PDCCH-based PEI
	AL8 PDCCH with 12-bit payload, occupying 576 REs
	12 bits
	4 
(OPPO, ZTE, MTK, Intel)
	34.4
	OPPO
	1 PEI for up to 12 PO's
	PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged

	
	
	
	
	
	43.6
	MTK
	1 PEI for up to 12 PO's; averaged all PO settings for 1.28-sec cycle
	

	
	
	
	
	
	57.6
	Intel
	1 PEI for 1 PO
	PEI is transmitted as a Rel-15 PDCCH in a CORESET when a UE group is paged

	
	SSS-based PEI
	3-symbol SSS, occupying 396 REs 
(11 RB x 3 symbols)
	4 bits
	1 (MTK)
	34.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH

	
	
	
	
	
	437.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle; RB-symbol rate-matching pattern period up to 40 ms
	Semi-static rate-matching in PDSCH

	
	TRS/CSI-RS-based PEI
	1-slot 24-RB TRS, occupying 144 REs (24 RB x 3 REs per RB x 2 symbols)
	3 bits 
	1 (Intel)
	14.4
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 36-RB TRS, occupying 216 REs (36 RB x 3 REs per RB x 2 symbols)
	8 bits
	1 (Intel)
	21.6
	Intel
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	1-slot 50-RB TRS, occupying 300 REs (50 RB x 3 REs per RB x 2 symbols)
	1 bit
	1 (OPPO)
	30.0
	OPPO
	1 PEI for 1 PO
	Dynamic rate-matching in PDSCH

	
	
	
	4 bits
	1 (MTK)
	26.0
	MTK
	1 PEI for up to 4 PO's; averaged all PO settings for 1.28-sec cycle
	Dynamic rate-matching in PDSCH



A.2  UE processing timeline for baseline scheme
The following table shows UE processing timeline and power consumption, when PEI indicates not to monitor PO.
Table 8: UE processing timeline and power consumption, when PEI indicates not to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	SSB proc.
	AGC, coarse synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	16
	20 * 16 + 100

	PEI
	Early indicate not to monitor PO
	2
	50 * 2

	Deep sleep
	Power saving
	1260
	1 * 1260 + 450

	Total
	1280
	2350


The following table shows UE processing timeline and power consumption, when PEI indicates paging message. We assume time gap between PEI and the associated PO is well configured which can accommodate two SSB bursts.
Table 9: UE processing timeline and power consumption, when PEI indicates to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	SSB proc.
	AGC, coarse synchronization, serving-cell RRM measurement
	2
	60 * 2

	Light sleep
	Power saving
	16
	20 * 16 + 100

	PEI
	Early indicate to monitor PO
	2
	50 * 2

	SSB proc.
	Coarse/fine synchronization, serving-cell RRM measurement
	2
	50 * 2

	Light sleep
	Power saving
	18
	20 * 18 + 100

	SSB proc.
	Fine synchronization, serving-cell RRM measurement
	2
	50 * 2

	Light sleep
	Power saving
	8
	20 * 8 + 100

	PDCCH+PDSCH
	Paging control proc. and data proc.
	4
	120 * 4

	Deep sleep
	Power saving
	1226
	1 * 1226 + 450

	Total
	1280
	4011



A.2  UE processing timeline for LP-WUS scheme
We assume the location of the LP-WUS is the same as that of PEI.
The following table shows UE processing timeline and power consumption, when the LP-WUS indicates not to monitor PO (if the whole UE-ID is contained in the LP-WUS, it means “UE is not paged”). 
Table 10: UE processing timeline and power consumption, when the LP-WUS indicates not to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	LP-WUR off
	Power saving
	13 + 5
	0.001 * 13 + 0.25

	LP-WUR on
	Indicate not to monitor PO
	2
	0.1 * 2

	LP-WUR off
	Power saving
	1260
	0.001 * 1260

	Total
	1280
	1.7


The following table shows UE processing timeline and power consumption, when the LP-WUS indicates to monitor PO (if the whole UE-ID is contained in the LP-WUS, it means “UE is paged”).
Table 11: UE processing timeline and power consumption, when the LP-WUS indicates to monitor PO
	Operation in sequence
	Purpose
	Time duration (ms)
	Energy contribution

	
	
	
	(power * time + energy overhead)

	LP-WUR off
	Power saving
	13 + 5
	0.001 * 13 + 0.25

	LP-WUR on
	Indicate to monitor PO
	2
	0.1 * 2

	Main radio ramp-up/down
	The main radio is ramp-up/down
	400
	9000

	SSB proc. within 8 SSB periodicities
	The main radio is sync/re-sync
	2 * 8
	50 * 2 * 8

	Light sleep within 8 SSB periodicities
	Power saving
	18 * 8
	(20 * 18 + 100) * 8

	SSB proc. within 1 SSB periodicity
	The main radio is sync/re-sync
	2
	50 * 2

	Light sleep within 1 SSB periodicity
	Power saving
	8
	20 * 8 + 100

	PDCCH+PDSCH
	Paging control proc. and data proc.
	4
	120 * 4

	Light sleep
	Power saving
	6
	20 * 6 + 100

	Deep sleep
	Power saving
	686
	1 * 686 + 450

	Total
	1280
	15456
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