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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. Three use cases are identified as initial set of use case shown below, and representative sub use cases should be recognized by RAN#98.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


The assessment of potential specification impact for use cases are also one part of the work of the SID, including RAN1, RAN2, and RAN4.
	Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


In previous meetings [2, 3], for use case-CSI feedback enhancement, after extensive discussion, we have the following agreement and conclusion on sub use cases.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  



In this paper, we would discuss sub use case, and present our initial thoughts on potential specification work.

Discussion
Potential specification impact for sub use case - Spatial-frequency domain CSI compression
For the sub use case - Spatial-frequency domain CSI compression, one illustration can be seen in Figure 1, 
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Figure 1 One illustration for sub use case - CSI compression and recovery
where one AI/ML module/encoder with the functionality of compressing information located at UE side, and one AI/ML module/decoder with the functionality of recovering the compressed information located at gNB side. From Figure 1, it can be observed that the functionality of AI/ML module is still embedded in the legacy CSI framework, i.e., based on CSI-RS measurement, calculating CSI, and then reporting CSI. But we also notice that there are some places to be enhanced. For example, how to align the compression behavior and recovery behavior between UE and gNB.
Proposal 1: Legacy CSI framework can be reused for the sub use case - Spatial-frequency domain CSI compression. Additional enhancement can be considered.
The lifecycle of AI/ML model usually include model training, model validation, model test, model deployment, model inference, model monitoring, and model update. In general, model training includes model training, model validation, and model test. Next, we would discuss the standard impact on legacy CSI framework possibly brought about by AI/ML operation, from the perspective of the lifecycle of AI/ML model.
· Model training
Regarding AI/ML model training for two-sided model, we have the following agreement shown below [4]:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


Furthermore, last meeting, we have the following conclusion.
	Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


For type 1, AI/ML model can be trained at UE side or gNB side. If the model is trained at UE side, CSI reconstruction part should be transferred to NW side. If the model is trained at NW side, the CSI generation part should be transferred to UE side. Model representation format (MRF) is needed to be defined in 3GPP. Since model is generated at one side, compatibility with the hardware of another side would become key issue, e.g., compiling capability, buffer size and so on. Regarding dataset collection, there seems to be no need to do enhancement other than assisted signaling when training at UE side since channel information can be achieved by UE naturally. Considering model generality issue, assisted signaling such as antenna layout, TXRU mapping of NW side can be also included into CSI-RS resource configuration.  For training at NW side, SRS can be utilized to achieve the channel information.
For type 3, separated training between UE side and NW side is executed without model transfer, where training dataset should be delivered for either UE first training or NW first training. Generation model and reconstruction model are not trained in the same FP loop and BP loop. It can match well with UE and NW hardware respectively, and the model proprietary can be kept. The performance may be not good, since the whole models are not trained in the same FP&BP loop. For UE first training, the original channel information can be achieved by utilizing CSI-RS. However, dataset for gNB to train the reconstruction model is needed to be delivered by UE to gNB, and enhancement may be needed. It is similar for NW first training case.
Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 3.
Proposal 2: For AI/ML model training Type 1, data collection may be not needed to be specified other than assisted signalling, e.g, antenna layout for one CSI-RS resource.
Proposal 3: Dataset delivery is needed for AI/ML model training Type3, and some enhancement may be needed.

· Model inference
For legacy CSI framework, one UE could be configured by higher layers with N≥1 CSI-ReportConfig Reporting Settings, M≥1 CSI-ResourceConfig Resource Settings, S≥1 CSI Resource Sets (given by higher
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Figure 2 Legacy CSI framework
layer parameter csi-RS-ResourceSetList) in one CSI-MeasConfig. For P/SP CSI report, one CSI reporting setting could be linked to two resource settings where the first one is for channel measurement, the second is used for interference measurement performed on CSI-IM. For AP CSI report, one CSI reporting setting could be linked to two or three resource settings, where NZP CSI-RS could be used for interference measurement except from CSI-IM. Only one CSI-RS resource set is configured for each P/SP CSI resource setting. For AP CSI resource setting, multiple CSI-RS resource sets could be configured per CSI resource setting, but only one resource set would be selected by DCI. In principle, for AI//ML enabled CSI feedback, all time domain behavior can be considered. But considering AI/ML model may be scenario specific, and the high complexity, we prefer to consider aperiodic CSI reporting enabled by AI/ML firstly.
Proposal 4: Aperiodic CSI reporting should be considered firstly.
In legacy system, based on CSI-ResourceConfig and/or CSI-ReportConfig, UE could be aware of the specific measurement behavior. For example, if reportQuantity in CSI-ReportConfig is set to 'cri-RI-PMI-CQI', it implies that the CSI report should include CRI, RI, PMI, and CQI. Thus, the specification should be enhanced to make UE aware of the CSI report enabled by AI/ML. 
Proposal 5: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.
Regarding CSI report, we have the following agreement [4]:
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 


After reviewing papers of AI9.2.2.1 from the previous meetings, it can be found that the input for CSI generation part is also diverse. For example, it may be raw channel information, or eigenvector, or information after spatial/frequency/time features extracted, or others. It depends on AI/ML model design. Different vendors may have different design. In our understanding, for any training type, the type of the input of CSI generation model should be the same as the output of CSI reconstruction model; otherwise, misalignment between UE and NW possibly would result in AI/ML model not to work well.
Proposal 6: The type of the input of CSI generation model or the type  of the output of CSI reconstruction model should be exchanged between UE and NW.
The output of CSI generation part can be taken as the PMI. In legacy system, CQI, RI and PMI are jointly calculated. However, for AI/ML based CSI compression, it is not known to UE about NW how to calculate PMI. In current specification, in some degree, CQI calculation could reflect UE’s receiver capability. This is also important and should be considered in AI/ML based case. If AI/ML model is trained per rank, RI information also should be included to reflect AI/ML model selection. Thus, in our mind, CQI/RI still should be included in the CSI report. For the calculation of CQI and RI, ideal eigenvector (s) can be considered to be as the PMI. 
Proposal 7: CQI/RI still should be included in the CSI report with the assumption of ideal eigenvector(s) as the PMI.
Regarding quantization/de-quantization, after discussion [5], we have the following agreement:
	Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
Alignment of the quantization/dequantization method and the feedback message size between Network and UE


To avoid NW blind detection, in legacy system, the CSI bit size should be known for NW in implicit way, e.g., based on the information of CSI part 1 with fixed size, the size of CSI part 2 can be inferred. Similarly, the size of the output of CSI generation model w/ or w/o quantization should be known in some way, e.g., the quantization method and the size of the feedback message size can be included in CSI part 1.
Proposal 8: At least, the size of the output of CSI generation model w/ or w/o quantization should be known for gNB in some way, e.g., based on CSI part 1.
Regarding the co-existence with legacy non-AI/ML-based CSI, after discussion, we have the following agreement [5].
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.


In legacy system, one CSI report is associated with a priority value. It is introduced to solve the collision when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. Since the high cost and potential high performance to be achieved, the priority for AI/ML based CSI feedback may be needed to be considered.
Proposal 9: The priority for AI/ML based CSI feedback needs to be considered.
In legacy system, for demonstrating the complexity of CSI measurement and reporting, CSI processing unit (CPU) and CSI processing time requirement are introduced. For AI/ML enabled operation, the computation time requirement, the amount of computation, buffer size requirement, and power cost should be jointly considered to characterize the complexity of AI/ML model/algorithm, which may be totally different from legacy method. How to define and reflect the complexity of CSI feedback enabled by AI/ML operation in the specification should be considered.
Proposal 10: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.

· Model monitoring and update
Regarding model monitoring, we have achieved great progress in previous meeting, and have the following agreements [5]. 
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


Based on the above, there are multiple performance monitoring metrics/methods for both NW-side and UE-side performance monitoring to be considered. Next, we would provide our analysis on each metric for NW-side and UE-side performance monitoring separately.
For NW-side performance monitoring,
· Intermediate KPIs: Since gNB can not directly achieve raw channel information, UE would be needed to report the information over the air interface. It would cost a large of overhead. 
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. For example, based on the probability of NACK in one duration, gNB could evaluate the accuracy of the CSI report including the compressed information generated by AI/ML module. For this metric, like legacy behavior, it is up to gNB’s implementation, and no spec impact is expected.
· Legacy CSI based monitoring:  Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. Otherwise, the performance gain compared to legacy CSI feedback, e.g., Type-II codebook, can not be reflected, and legacy CSI feedback may be enough. Thus, legacy CSI based monitoring can be considered. 
· Input or Output data based monitoring: The validity of the AI/ML output, e.g., out-of-distribution detection, drift detection of output data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML output can reflect the applied scenario/usage of AI/ML model.

For UE-side performance monitoring,
· Intermediate KPIs: The final inference result is obtained by gNB. gNB could deliver the result to UE side for SGCS evaluation over the air interface. A large of overhead would be consumed. Another way is to simulate gNB’s AI/ML operation to achieve the final inference for UE. Obviously, it would bring huge burden on UE.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. The performance metric can be BLER, the probability of NACK and others. On the other hand, in our mind, the UE is more sensitive to complexity. If there is no enough computation resource reserved, UE also can request to deactivate AI/ML operation for CSI feedback. However, the monitoring behavior can be totally up to UE’s implementation.
· Legacy CSI based monitoring: Obviously, it is not applicable for UE-side performance monitoring.
· [bookmark: OLE_LINK17][bookmark: OLE_LINK18]Input or Output data based monitoring: The validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input can reflect the applied scenario/usage of AI/ML model.

Observation 3: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 4: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.

Potential specification impact for CSI prediction
For CSI prediction with UE-sided model, in our mind, data collection, model training, and model deployment can be up to UE’s implementation. The model identification stage is needed, and it can be functionality based identification. For inference stage, other than model activation / deactivation/ update/ switching mechanism, the assisted signaling such measured resource and predicted CSI window may be needed. For performance monitoring, UE could monitor it by itself, and report the decision to NW. The potential specification impact may include the following:
· Model identification
· Model activation/deactivation/update/switching/monitoring by UE or NW
· Assisted signaling, such as measurement resources and predicted CSI window
Proposal 11: For CSI predication, the potential specification impact includes model identification, model activation/deactivation/update/switching/monitoring by UE or NW, and assisted signaling such as measurement resources and predicted CSI window.

Conclusion 
In this contribution, we provide our opinions on standard impacts of sub use case – CSI compression and recovery and CSI prediction:
[bookmark: _GoBack]Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 3.
Observation 3: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 4: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.

Proposal 1: Legacy CSI framework can be reused for the sub use case - Spatial-frequency domain CSI compression. Additional enhancement can be considered.
Proposal 2: For AI/ML model training Type 1, data collection may be not needed to be specified other than assisted signalling, e.g, antenna layout for one CSI-RS resource.
Proposal 3: Dataset delivery is needed for AI/ML model training Type3, and some enhancement may be needed.
Proposal 4: Aperiodic CSI reporting should be considered firstly.
Proposal 5: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.
Proposal 6: The type of the input of CSI generation model or the type  of the output of CSI reconstruction model should be exchanged between UE and NW.
Proposal 7: CQI/RI still should be included in the CSI report with the assumption of ideal eigenvector(s) as the PMI.
Proposal 8: At least, the size of the output of CSI generation model w/ or w/o quantization should be known for gNB in some way, e.g., based on CSI part 1.
Proposal 9: The priority for AI/ML based CSI feedback needs to be considered.
Proposal 10: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.
Proposal 11: For CSI predication, the potential specification impact includes model identification, model activation/deactivation/update/switching/monitoring by UE or NW, and assisted signaling such as measurement resources and predicted CSI window.
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