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1. Introduction
In RAN1#111 meeting, some agreements were achieved and work assumptions for the other aspects of beam management, as summarized below [1]Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.


The following topics were discussed but no agreement have been reached [4] 
· Relationship between Set A and Set B: Set B is same with/ subset of/ different from Set A
· Input of BM-Case1 and BM-Case2: L1-RSRP, CIR, beam ID, etc.
· Output of BM-Case1 and BM-Case2: Beam ID(s), L1-RSRP, etc.
· Spec impact: Data collection, inference, Model monitoring, etc.

In this contribution, we further discuss the sub use-cases for beam management (BM) and the potential specification impacts.
1. Further discussion on BM-Case1 and BM-Case2
Relationship between Set A and Set B
In RAN1#110 meeting, some agreements have been achieved as follow [2]Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.




For BM-case1, the characteristics of different alternatives are summarized in the table:

Table 1 The characteristics of different alternatives for BM-case1
	
	Alt.1 Set B is not a subset of Set A
	Alt.2 Set B is a subset of Set A

	Network-side model
	· Less RS overhead (with SSB wide beam)
· Different gNBs need to align the relationship between Set B and Set A
	· Less spec influences
· More RS overhead (with dedicated narrow beam)
· Maybe better inference performance based on the sub-sampling method

	UE-side model
	· Less RS overhead (with SSB wide beam)
· Need to notice the mapping of Set B and Set A
	· Maybe better inference performance based on the sub-sampling method
· Need to notice the mapping of Set B and Set A when the sub-sampling method changed between different gNBs



For Alt.1, when beam measurement is based on the cell-specific SSB, the RS measurement overhead can be reduced. When the training model is based on the inputs from different gNBs, a mapping method between Set B and Set A should be defined, network should notice UE the mapping method when UE-sided model is implemented.

For Alt.2, if different gNBs use the same sub-sampling method, network don’t need to inform UE the mapping method of Set B and Set A. But if the sub-sampling method is changed between different gNBs, network should notice UE the mapping method when UE-sided model is implemented.

On spec aspect, in order to support different AI/ML model and improve the generalization performance, we suggest to define and align the mapping of Set A and Set B for both Network side and UE side model.

Proposal 1: For BM-Case1 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.

For BM-case2, the characteristics of different alternatives are summarized in the table:

Table 2 The characteristics of different alternatives for BM-case2
	
	Alt.1 Set B is not a subset of Set A
	Alt.2 Set B is a subset of Set A
	Alt.3 Set A and Set B are the same

	Network-side model
	· Less RS overhead (with SSB wide beam)
· Different gNBs need to align the relationship between Set B and Set A
	· Less spec influences
· More RS overhead (with dedicated narrow beam)
· Maybe better inference performance based on the sub-sampling method
	· Less spec influences
· More RS overhead (with dedicated narrow beam)
· Maybe better inference performance


	UE-side model
	· Less RS overhead (with SSB wide beam)
· Need to notice the mapping of Set B and Set A
	· Maybe better inference performance based on the sub-sampling method
· Need to notice the mapping of Set B and Set A when the sub-sampling method changed between different gNBs
	· Less spec influences
· More RS overhead (with dedicated narrow beam)
· Maybe better inference performance



In our understanding, Alt.3 is a special case of Alt.2. Alt.1 and Alt.2 also need to define and align the mapping of Set A and Set B.

[bookmark: _GoBack]Proposal 2: For BM-Case2 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.


Set B pattern
In previous RAN1 meeting [3], the agreement(s)/conclusion(s) were made as below:RAN1#110bis-e

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model.


As discussed in section 2.1, the mapping of Set A and Set B should be exchanged between Network and UE when the Set B pattern is changed. For option 2-Opt B and option 2-Opt C, the Set B pattern changes during each measurement period and the signalling overhead could be higher than OptA, so for Option 2, we suggest to treat Opt A with high priority. 

Proposal 3: For the selection of Set B, when Set B is variable, study Opt A (changed following a set of pre-configured patterns) with high priority.

Input/Output of BM-Case1 and BM-Case2
Different companies have different preferences on the alternatives of AI model inputs/outputs at this stage, from the spec aspect, we suggest to discuss the order of input/output sequence firstly.

For the network-side model, as the training data is from many gNBs, the same physical beam pattern may have different input order and same output order among different gNBs.
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Figure 1 Different input order of the same physical beam pattern


But the input-output mapping changes between different gNBs will result in training the model with different formats of data set, which make it hard to get a generalizable model, so we suggest to define a method to map the input data order with the output data order.

Proposal 4: For the Input/Output of BM-Case1 and BM-Case2 with network-side model, consider to define a method to map the input data order with the output data order. 


Data Collection
In previous RAN1 meeting [2], the agreement(s)/conclusion(s) were made as below:RAN1#110-e

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded


For the network-side mode, the procedure for data collection may like bellow:



[image: ]
Figure 2 Data collection procedure for beam management AI/ML model training

When the network start collecting training data to feed the AI/ML mode, the gNB sends a RRC message to UEs, then UEs log the measurement results of Set A/Set B and report the results to gNB. As the measurement period of Set A and Set B could be different and the measurement report latency may be long, so we prefer to introduce time stamp corresponding to each Set A/ Set B measurement instance, the based station can map set A and Set B measurement based on the time stamp.

Proposal 5: For the data collection with network-side model, define a RRC message to trigger the AI/ML training data collection.


Proposal 6: For the data collection with network-side model, introduce time stamp corresponding to each Set A/ Set B measurement instance.


1. Conclusion
In this paper, we have discussed some details on BM-Case1 and BM-Case2. We have the following observations and proposals:

Proposal 1: For BM-Case1 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.

Proposal 2: For BM-Case2 with Network-side or UE-side model, gNB should support sending the mapping of Set A and Set B to UEs and/or other gNBs.

Proposal 3: For the selection of Set B, when Set B is variable, study Opt A (changed following a set of pre-configured patterns) with high priority.

Proposal 4: For the Input/Output of BM-Case1 and BM-Case2 with network-side model, consider to define a method to map the input data order with the output data order. 

Proposal 5: For the data collection with network-side model, define a RRC message to trigger the AI/ML training data collection.

Proposal 6: For the data collection with network-side model, introduce time stamp corresponding to each Set A/ Set B measurement instance.
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