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1 Introduction
According to discussions in 3GPP RAN1#111 meeting [1], some progress has been made on other aspects for AI CSI feedback enhancement and some agreements have been reached. Especially, time domain CSI prediction using UE sided model is selected as a representative sub-use case. However, according to the agreement, potential specification impact discussion on this sub use case is deferred until the RAN1#112b-e. 
	Agreement:
[bookmark: _Hlk127526260]Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follows the high level principle of other one-sided model sub-cases.
Conclusion:
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.
Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 


In this contribution, we provide our views on the potential specification impacts for CSI feedback enhancement. In our companion contribution [2], some related evaluation results on AI/ML for CSI feedback are discussed and assessed. 
2 Spatial-frequency domain CSI compression using two-sided model
2.1 Training collaboration
This sub use case involves two-sided model inference operations performed at both UE and gNB. That is, UE deploys (or be configured with) CSI generation part and gNB deploys corresponding CSI reconstruction part, where the former one is for CSI compression and the latter one is to recover more accurate CSI for better MU operation in massive MIMO scenarios. However, how to train and collaborate the two-sided AI model is a key problem, which has impacts on the existing specifications. The following progress about training collaborations has been reached in RAN 1#110 meeting [4] and RAN1#111 meeting:
	Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Conclusion
· In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


Type 1: Joint training of the two-sided model at a single side/entity
For training Type 1, joint training of the two-sided model can be performed either at network side or UE side.  
Joint training at network side
· Advantages on joint training at network side: 
· Model performance: It can achieve the optimal performance since the CSI generation model and the CSI reconstruction model are jointly designed and trained at network side based on abundant data collected from commercial UEs. 
· Multi-vendor operation: Network can train a unified CSI reconstruction model (or cell/scenario-specific models) to adapt to multiple CSI generation models from different UE vendors. It avoids the problem of multi-vendor model pairing that network needs to maintain many pairs of UE-network specific models. 
· Fast model iteration: Network can re-develop/update/switch the models to adapt to channel variations.
· Concerns on joint training at network side: 
· Compatibility issue: Due to the fact that AI/ML model operation depends on the hardware/software capability, the AI/ML model trained at network side may be not compatible with UE hardware/software platform, which results in the compiling failure of an unseen model delivered from network to UE. In addition, the computation capability/efficiency of network and UE may be mismatched, which results in computation efficiency degradation/inference delay increase or even operation failure.       
· Model format alignment: UE may not identify the model format and compile the model delivered/transferred from network to UE, since the AI/ML model generation platform at network may be different from UE. Hence, the issue of the model format alignment needs to be solved. There are two separate types of model format are assumed from 3GPP perspective, which is open-format model and proprietary-format model, respectively. How to define 3GPP-specific model format needs further study, which would bring heavy workload across working groups.
· Proprietary issue: The implementation of AI/ML models is basically a proprietary manner. When the trained model at network side is delivered to UE, some proprietary information has to be inevitably disclosed to UE. Therefore, how to maintain the proprietary of AI/ML models needs further study. 
Joint training at UE side
· Advantages on joint training at UE side: 
· UE can train a unified CSI generation model to adapt to multiple CSI reconstruction model from different NW vendors. It relieves the problem of multi-vendor model pairing that UE needs to store and deploy many pairs CSI generation models. 
· Concerns on joint training at UE side: 
· The network performance may be constrained by the models trained at UE side, since the training dataset is UE vendor-specific. In addition, UE vendor-specific models may result in a limited model generalization capability.
· The network needs to store or operate many pairs of UE-specific models from multiple UE vendors, which results in huge computation and storage burden of network side.
· Jointly training at UE side also faces the compatibility issue, model format alignment, and model proprietary issue as analyzed in joint training at network side.
With above discussions, we propose to prioritize Type 1 joint training at network side as a starting point for further study. In addition, model transfer/delivery in training Type 1 would bring great specification impact, and this issue can be further discussed in Agenda 9.2.1. Besides, from procedure and signaling point of view, the two cases should share as much commonality as possible. Therefore, we should further study whether study outcomes of Type 1 joint training at network side can be also applicable to Type 1 joint training at UE side.
Proposal 1: Prioritize Type 1 joint training at network side for further study and model transfer/delivery can be further discussed in agenda item 9.2.1.
[bookmark: OLE_LINK3]Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
For training Type 3, sequential training of the two-sided model can be started either at network side or UE side. 
NW-first training
· Advantages on gNB-first training: 
· NW-first training achieves the similar performance as training Type 1, where the results are evaluated in our companion contribution [2]. 
· Network can train a unified CSI reconstruction model to adapt to multiple CSI generation models from different UE vendors. There can be acceptable recovery performance among the CSI generation models with different model structures, which are well-designed and trained based on the common sharing dataset.      
· Model incompatibility and model format misalignment issue can be avoided since the CSI generation model and the CSI reconstruction model are trained separately based on its own hardware/software platform and model format. 
· Model proprietary can be guaranteed since the CSI generation model and CSI reconstruction model are trained separately at UE side and network side, hence model delivery/transfer between network and UE is not needed.
· Concerns on NW-first training:
· Model performance loss due to the large differences on model structure between UE-sided CSI generation part and NW-sided CSI generation part. For example, if UE trains a lightweight CSI generation model to adapt to the NW-sided reconstruction model, the output of CSI generation part doesn’t obey the same data distribution as delivered dataset.
· NW-first training involves the labels and intermediate results sharing from NW to UE, which needs high resolution of data quantization method to guarantee the dataset accuracy. Hence, the large overhead of sharing dataset is a key issue to be studied. 
UE-first training 
UE-first training is a symmetric way to the NW-first training, i.e. sequential training started at UE side. 
· Advantages on UE-first training: 
· Similar to NW-first training, UE-first training can avoid the model incompatibility issue and model format misalignment issue due to separate training at UE and NW, respectively. In addition, model proprietary can be maintained by UE-first training.
· UE can train a unified CSI generation model to adapt to multiple CSI reconstruction models from different NW vendors based on the sharing dataset from UE to NW.  
· Concerns on UE-first training: 
· UE-first training incurs the performance degradation compared with training Type 1 and NW-first Type 3. In our companion contribution [2], the evaluation results show that there is minor margin (~1%) between the performance of the UE-first training and the performance of both training Type 1 and NW-first training. In addition, the system performance suffers from the NW-sided CSI reconstruction model design when the structure of CSI reconstruction part at NW has a big difference from the UE-sided CSI reconstruction part.
· The network has to train multiple AI/ML models based on multiple shared dataset from different UE vendors, respectively, which would impose storage burden for NW. Besides, the dataset collected by UE side may not match the channel scenarios at NW side and the quality of the shared dataset from different UE vendors may vary greatly, which may cause certain network performance degradation.  
With above discussions, we propose to prioritize Type 3 NW-first training as a starting point for further study. To our understanding, dataset used for the model training at the other side/entity may have some specification impact, which needs further discussion in this agenda. In addition, from procedure and signaling point of view, the two cases should share as much commonality as possible. Therefore, we should further study whether study outcomes of NW-first training can be also applicable to UE-first training.    
Proposal 2: For training Type 3, prioritize NW-first training as a starting point for further study. 
Proposal 3: For training Type 3, further study potential specification impact on the dataset used for the model training at the other side/entity. 
2.2 Data collection
As known to all, the performance of AI/ML model is correlated to the training data and inference data, so data collection is a fundamental process in AI model LCM. For data collection, an agreement was reached in Agenda 9.2.2.2 in RAN1#110 meeting [4].
	Agreement:
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:
•	Assistance signaling for UE’s data collection
•	Assistance signaling for gNB’s data collection
•	Delivery of the datasets


For 3GPP-specified way of data collection, the data generation entity is UE and data processing entity is at network side, hence UE may be required to conduct measurements based on configured reference signals. Then, the measurements may need to be reported to network side. When model training or monitoring is performed at network side, UE needs to measure the configured CSI-RS and then report the ground-truth CSI to the network. Besides, the overhead of the ground-truth label transmitted over the air-interface is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors). Therefore, one solution is to enhance legacy CSI to increase its reliability, e.g., higher resolution CSI based on legacy Rel-16 eType II codebook design. In addition, as evaluated in our companion contribution [2], the overhead of enhanced Type II CB (i.e. PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 TypeII CB (i.e., PC8), which can be acceptable to be carried on UCI. In this regard, if the ground-truth CSI is reported per sample, the ground-truth CSI can be reported through PHY signaling, e.g., UCI on PUSCH. On the other hand, if the ground-truth CSI is reported per batch, higher layer signaling may be more appropriate, e.g., RRC signaling.
Observation 1: When model training or monitoring is performed at network side, the overhead of the ground-truth label transmitted over the air-interface from UE to network is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors).
Observation 2: In our companion contribution, the overhead of enhanced Type II CB (i.e. PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 TypeII CB (i.e., PC8), which can be acceptable to be carried on UCI.
Proposal 4: For high-resolution data collection, reporting high-resolution data from UE to Network via air-interface should be studied at least for: 
· High-resolution codebook, e.g., enhanced Rel-16 TypeII codebook.
· Signaling for reporting high-resolution data, e.g. RRC signaling, PHY signaling.
For data collection at NW side, the quality of data reported from different UEs may vary greatly. For example, the data collected by UEs at the edge of a cell may suffer from low signal strength and interference from neighbor cell, resulting in a low quality of collected data. In this case, if the low-quality data is used for model training, it of course incurs model performance degradation. Therefore, it is necessary for NW to identify the quality of collected data based on some mechanisms, e.g., SINR, CQI, positioning information, for better AI/ML model performance. Therefore, we propose to further study the potential solutions and specification impacts regarding the data quality during data collection.    
Proposal 5: Further study the potential solutions and specification impacts regarding the data quality during data collection. 
Type 3 training method for two-sided model needs dataset delivery between UE side and network side. For example, NW-first training requires network to provide a dataset, including labels and intermediate results, to UE side. Then, UE side will train a CSI generation part based on the dataset. After that, UE may inform description of the available CSI generation part to network via model identification process. During model identification, UE should disclose which dataset has been used for training the CSI generation part, which facilitates network to choose corresponding CSI reconstruction part.
Observation 3: During model identification process, UE should disclose which dataset has been used for training the CSI generation part, which facilitates network side to choose corresponding CSI reconstruction part.
In RAN1#111, the description for model identification was agreed in 9.2.1. In our view, the dataset delivery should also reuse such kind of mechanisms, which is to align common understanding between NW and UE. Assuming network side possesses multiple datasets, wherein the multiple datasets can belong to different scenarios/configurations. Once UE informs the dataset used for training the CSI generation part, which not only helps network to choose corresponding CSI reconstruction part, but also discloses the applicable scenario/configuration of the CSI generation part.
Proposal 6: Further discuss dataset identification process/method, which is to identify a dataset for the common understanding between the NW and the UE.
2.3 Model inference operation
After model training, model delivery, and model deployment, model inference operation is an important part in LCM. To our understanding, model inference should focus on data required for model input, report feedback based on the model output and the inference latency. The model input may have specification impacts on reference signal configurations and assistance information delivery. For model output, its specification impacts mainly include quantization methods, measurement report format/UCI mapping order, and the priority for contents included in the measurement report. For inference latency, it’s related to UE processing capability on the model, which may have impact on the determination of CSI reference resource and time offset between activation command and physical channel with measurement report included.
Proposal 7: For model inference operation, further study at least the following aspects:
· Data required for model input, e.g., reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource
	Proposal 3-3-2: 
In CSI compression using two-sided model use case, further study potential specification impact of the following output CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is a group of eigenvectors
· 1b: The precoding matrix is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in frequency domain
· 2b: raw channel is in delay domain 
· 2c: raw channel is in transformed delay/freq domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded
Note:
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW.



2.1.3.1 Input CSI /Output CSI type
RAN1#111 meeting [1] has a remaining issue on studying potential specification impact in different types of input/output CSI. In our initial assessments, the input types for spatial-frequency domain CSI compression is also necessary to be discussed other than output types. Some companies think the AI/ML model input related pre-processing can be an implementation manner and no need to discuss its specification impact. To our understanding, the CSI generation model input types would have specification impacts with different training collaboration types. For example, if NW is not aware of the UE input type/format, NW cannot train the CSI generation model of UE side for training Type 1; for training Type 2/3, NW would not know what dataset format needs to be delivered to UE. In addition, NW may fail to monitor the intermediate KPI without knowing the input format. As noted in RAN1#111, to address the concerns on different implementation assumptions, it’s not necessary to define actual input/output for an AI/ML model. However, it still has specification impacts to align the nominal assumptions on the input-CSI-NW (e.g., network side model training for collaboration level Type 1 and gNB-first training for collaboration level Type 3) and output-CSI-UE (e.g., UE side model training for collaboration level Type 1 and UE-first training for collaboration level Type 3).
[bookmark: OLE_LINK2]Option 1 is currently supported in specification and it can be reused as the input type of CSI generation model input and the corresponding CSI reconstruction output type for further study. Option 1 filters some unnecessary components, such as spatial/frequency vectors and layers, so that AI/ML based compression may be more efficient. Compared with Option 1, Option 2 utilizes the complete/unprocessed channel as the input of CSI generation model. By this way, network side has the chance to recover the whole channel, which would be easier for network to coordinate interference when conducting MU-MIMO scheduling. 
Proposal 8: In CSI compression using two-sided model use case, further study potential specification impact of the following options for input-CSI-UE and output-CSI-NW: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain
· 1b: The precoding matrix in angular-delay domain
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: Raw channel is in spatial-frequency domain
· 2b: Raw channel is in angular-delay domain
2.1.3.2 CQI determination
	Proposal 3-3-3: 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated


In RAN1#111 meeting [1], CQI determination options were discussed but not yet agreed. To facilitate discussion, we propose the following categorization for different CQI determination options:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using pre-coded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
For the above cases for CQI calculation, the pros and cons of each case are analyzed as below:
· For Case 1a, UE may be not expected to have CSI reconstruction model as it increases UE computation/storage/power consumption burden to a large extent. In addition, the CSI reconstruction model is generally a proprietary design by network side.
· Case 1b needs two-step procedure to finish CQI determination, where the first step is UE receives a CSI-RS and report the precoder compressed by AI/ML model, and the second step for UE is to receive a precoded CSI-RS transmitted with the corresponding reconstructed precoder and report the CQI determined by precoded CSI-RS. Then, the two-step procedure increases the time span of the CQI determination process, which may face the channel variation/aging so that the current CQI cannot match the previous CSI. Therefore, Case 1b is a not flexible approach for CQI determination. 
· For Case 2a, since UE is not aware of the output CSI recovered by the CSI reconstruction model at Network, a straightforward way is that UE adopts the target CSI with realistic channel measurement for CQI calculation. One issue needs to be considered that AI/ML model may not be able to reconstruct a lossless CSI. Therefore, if CQI is calculated based on UE measured CSI, UE may over-estimate the channel condition and reconstructed PMI and CQI are not matched. However, this may not be a big issue since network may always make some adjustment on UE reported CQI. Therefore, Case 2a can be adopted as a candidate method for CQI calculation, and how to make some simple adjustment for Case 2a can be further studied. 
· Case 2b includes two cases, wherein Case 2b-1 is potential CQI compensation based on some assistance of network indication, and Case 2b-2 is potential CQI compensation based on monitored performance.
· For Case 2b-1, indicating reconstructed CSI to UE would increase the complexity of exploring the specification, since there is no existing specification framework to support it. 
· For Case 2b-2, UE can calculate CQI based on the monitored output CSI, not the real reconstruction model output. For example, if UE has its own reference model/monitoring model and makes the output of reference model/monitoring model similar to the CSI reconstruction model output. Hence, the referenced reconstructed PMI at UE can be used for CQI calculation, which is shown in Figure 1. In our companion contribution [2], the CQI calculation based on the monitored output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as Case 1a (i.e., performance upper-bound for all cases). 
[image: ]
Figure 1 CQI calculation based on monitored output CSI at UE
· For Case 2c, UE is also not expected to calculate traditional codebook, not only it increases the UE complexity, e.g. UE has to process two types of CSI, but also PMI and CQI mismatching is unavoidable. If traditional codebook can already get accurate CSI, why do we need to implement AI/ML model?
Based on the above analysis, we propose to prioritize Case 2a and Case 2b-2 for CQI calculation for further study.
Observation 4: The CQI calculation based on the monitored output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as Case 1a (i.e., performance upper-bound for all cases).
Proposal 9: To facilitate discussion, the following categorization is proposed for different CQI determination options:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using pre-coded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
Proposal 10: Prioritize Case 2a and Case 2b-2 for CQI calculation as a starting point for further study.
Finally, according to the following descriptions in TS 38.214, LI (Layer Indicator) should also be determined according to PMI. Therefore, we propose to consider both LI and CQI.
	[bookmark: _Toc11352112][bookmark: _Toc27299900][bookmark: _Toc36117410][bookmark: _Toc20318002][bookmark: _Toc83291007][bookmark: _Toc44515902]5.2.1.4 Reporting configurations
The UE shall calculate CSI parameters (if reported) assuming the following dependencies between CSI parameters (if reported)
-	LI shall be calculated conditioned on the reported CQI, PMI, RI and CRI
-	CQI shall be calculated conditioned on the reported PMI, RI and CRI
-	PMI shall be calculated conditioned on the reported RI and CRI
-	RI shall be calculated conditioned on the reported CRI.


Proposal 11: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination.
2.1.3.3 RI determination
In addition, RI determination options need further discussion as below:
	Proposal 3-3-3: 
In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
· Further enhancements are not precluded


As cited above in TS 38.214, RI determination is nothing to do with PMI. For RI determination, UE can reuse the legacy approach to calculate RI. 
Proposal 12: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
[bookmark: _Toc9787][bookmark: _Toc28026][bookmark: _Toc46][bookmark: _Toc2806][bookmark: _Toc23301][bookmark: _Toc12417]In addition, as we stated in another contribution [2], precoding can be refined by using approaches such as SLNR and zero-forcing to reduce inter UE interference in the scenario of MU-MIMO. In such case, MCS estimation based on precoding is quite challenging at gNB side. As discussed in MIMO agenda (section 3.7) [5], more channel information (e.g. wideband Rxx including receiver side information, full rank report including eigenvectors and eigenvalues) can increase system performance significantly. Due to sufficient channel information of UEs at gNB side, precoding for MU-MIMO is more accurate and interference between UEs is controlled effectively. To better analyze the problem, we propose to further study potential specification impact on full rank report based on the AI/ML model.
Proposal 13: Further study potential specification impact on more channel information reported for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
2.1.3.4 Quantization
In RAN1#110bis-e meeting [1], quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB was discussed and reached an agreement, which is shown as below:
	Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE


In CSI compression using two-sided model use case, it is crucial that the quantization method between CSI generation part at UE and CSI reconstruction part at gNB should be aligned, since the mismatched quantization method would have incurred the huge model performance degradation. In addition, quantization method alignment is closely related to the training collaboration types. For training Type 1, the training entity/side should indicate the quantization method to the other side accompanied with the AI model. For example, for scalar quantization, the quantization type, e.g. uniform/non-uniform quantization method, quantization level, should be configured by NW. On the other hand, for vector quantization, the codebook-related information, e.g., the length of codeword and the size of codebook, should be indicated to the other side for quantization alignment. For training Type 3, one side performing the first step training can share the dataset of before/after quantization/dequantization to the other side to perform the second step training. For example, for gNB-first Type 3 training, if gNB share the dataset before quantization, the CSI generation part trained with the dataset is not aware of the quantization method, and then gNB needs to indicate the quantization method to UE how to quantize the output of CSI generation part, e.g., scalar quantization/vector quantization. Besides, considering the varying channel scenarios, the quantization codebook may need to be updated to match the new channel scenarios. Therefore, we propose to further study the following quantization alignment options:
· For scalar quantization scheme, alignment on quantization method including quantization type, quantization level, quantization pattern, etc.
· For vector quantization scheme, alignment on quantization codebook including the length of codeword, the size of codebook, etc.
· The configuration/reporting/update of the quantization codebook
Proposal 14: In CSI compression using two-sided model use case, further study the following quantization alignment options:
· For scalar quantization scheme, the quantization dictionary should be aligned including quantization type, quantization level, quantization pattern, etc.
· For vector quantization scheme, the quantization codebook should be aligned including the length of codeword, the size of codebook, etc.
· The configuration/reporting/update of the quantization dictionary/codebook
2.4 Model monitoring
In the RAN1#110bis-e meeting, the following agreements related with monitoring had been achieved.
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
Agreement:
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. [bookmark: OLE_LINK5]Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


For training Type 1, though CSI generation model and CSI reconstruction model are deployed at UE side and NW side, respectively, they essentially belong to a unified model. So, if model performance loss happens, it should contribute to the whole two-sided model. Thus, AI/ML model monitoring can be performed at either UE side or NW side to monitor the current performance of two-sided model. Before we further study the model monitoring of a two-sided model, we should firstly clarify the model performance monitoring may include two cases:
· Case 1: model performance monitoring performed at UE side;
· Case 2: model performance monitoring performed at NW side;
Similar to CQI determination, CSI reconstruction model is not available at UE side. It’s hard for UE to monitor the model performance based on the CSI reconstruction model output. Here we propose two methods to monitor the model performance of a two-sided model at UE side and NW side, respectively:
· Intermediate KPIs are calculated by UE based on CSI generation model: As shown in Figure 2, CSI generation part has two outputs. The first one is feedback part, which is used for model input of CSI reconstruction model. The second output (i.e., monitored output) is for model monitoring. As shown in the Figure2, the monitored output data is trained to imitate reconstruction model output as much as possible via knowledge distillation technology [5]. By doing this, UE can monitor the loss2 to check the situation of loss1. If the monitoring metrics between input and monitored output cannot meet a target requirement, so as the monitoring metrics between input and output. In our companion contribution [2], this method shows good performance monitoring accuracy, which can be adopted as a candidate method for monitoring at UE side.
 [image: ]
Figure 2 Intermediate KPIs calculated by UE based on CSI generation model 
· Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output: As shown in Figure 3, due to the fact that network cannot directly obtain the ground-truth label to calculate the monitoring metrics, UE should report ground-truth CSI to for network to calculate the monitoring metrics. In order to improve the performance of network-based model monitoring, a higher resolution ground-truth label needs to be reported by UE, where our companion contribution shows the monitoring results based on high resolution legacy CSI [2]. Similar to data collection, overhead to transmit ground-truth CSI is a big concern. Therefore, an enhanced Type II codebook is a promised solution. In our companion contribution [2], this solution is evaluated that it can provide good performance monitoring accuracy and an enhanced Type II codebook can further reduce the overhead of ground-truth CSI, which can be adopted as a candidate solution for monitoring at NW side.
[image: ]
Figure 3 Intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output 
Proposal 15: Further study the following two cases for model performance monitoring, 
· Case 1: model monitoring metrics calculated by UE side, e.g., Intermediate KPIs are calculated by UE based on CSI generation model
· Case 2: model monitoring metrics calculated by NW side, e.g., Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output.
Proposal 16: For intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output for model performance monitoring, further study a high-resolution CSI based on traditional codebook as ground-truth label. 
For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model. Therefore, we should study the mechanisms to monitor model performance of the two models separately (i.e., monitoring the performance of CSI generation part and CSI reconstruction part, respectively). To our understanding, monitoring the performance of CSI reconstruction part can be left up to network implementation, and some assistance information from network is necessary to assist the monitoring of the model trained by UE side. For example, network can send some reference dataset to UE. Then, UE has to feedback the model performance based on the reference dataset. The procedures of dataset sharing can be the same as the procedures of dataset exchange for training type 3. The difference is that the data number for model monitoring can be much smaller than the data number for model training.
Observation 5: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately.
2.5 UE capability
	Agreement:
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.


AI/ML-based CSI feedback enhancement is a novel operation for current NR system, and diverse UEs have different capabilities of AI/ML processing. Therefore, UE capability for supporting AI/ML-based CSI feedback enhancement in diverse LCM should be studied. For example, different UEs may or may not support the capacity for model training/updating/monitoring and different inference latency for AI/ML inference may occur which may result in different CSI report timelines for AI/ML-based CSI feedback. In addition, due to the fact that different UEs have different UE capabilities, how UE deals with the conflict problem between AI/ML-based CSI feedback and legacy CSI feedback needs further study when UE’s restricted capability is not enough to support both feedback modes. In CSI compression using two-sided model use case, further study potential specification impact of the following UE capability options:
· Framework for defining and reporting UE capability for model inference.
· Whether and how LCM-related procedures are captured into UE capability.
Proposal 18: In CSI compression using two-sided model use case, further study potential specification impact of the following UE capability options:
· Framework for defining and reporting UE dynamic capability for model inference.
· Whether and how LCM-related procedures are captured into UE capability.
3 Time domain CSI Prediction
Regarding the sub-use case of time domain CSI prediction, some working assumptions were summarized in 9.2.2.1 in RAN1#111 meeting [1] for further study. As shown in the following working assumptions, there are two baselines for the benchmark of performance comparison in time domain CSI prediction, i.e., the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach. Especially for non-AI/ML based CSI prediction approach, it may be difficult to align the assumptions as companies may use different algorithms (e.g., Wiener filter, Kalman filter, etc.). However, it’s important to avoid over-estimating AI-based time domain prediction.
	Working assumption in 9.2.2.1 in RAN1#111: 
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation-based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction


According to our preliminary simulation results in [2], AI-based CSI prediction can provide good performance gain when baseline is the nearest historical CSI. However, AI-based CSI prediction almost has similar performance when the baseline is non-AI/ML based CSI prediction. This may be due to the simple channel model used for time prediction so that channel variations only caused by Doppler shift but the large-scale and small-scale parameters are almost static in the measurement window and prediction window. Thus, non-AI/ML based CSI prediction approach can already work well in such assumptions. 
With observations above, 9.2.2.1 may need to justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced lengths of measurement window, reduced decorrelation distance, high UE speed, low LOS probability etc.
Observation 5: Based on current evaluation assumptions in 9.2.2.1, AI-based CSI prediction shows better performance gain when baseline is the nearest historical CSI. However, AI-based CSI prediction almost has similar performance when the baseline is non-AI/ML based CSI prediction. 
Proposal 19: To further study the AI/ML-based CSI prediction sub use case, the following issues should be considered:
· Justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced lengths of measurement window, reduced decorrelation distance, high UE speed, low LOS probability, etc. 
· The process of relative topic in R18 MIMO WI should be tracked carefully.
4 Conclusion
In this contribution, we discuss the sub use case for AI/ML based CSI feedback and identify some specification impacts. We have the following observations and proposals:
Proposal 1: Prioritize Type 1 joint training at network side for further study and model transfer/delivery can be further discussed in agenda item 9.2.1.
Proposal 2: For training Type 3, prioritize NW-first training as a starting point for further study. 
Proposal 3: For training Type 3, further study potential specification impact on the dataset used for the model training at the other side/entity. 
Observation 1: When model training or monitoring is performed at network side, the overhead of the ground-truth label transmitted over the air-interface from UE to network is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors).
Observation 2: In our companion contribution, the overhead of enhanced Type II CB (i.e. PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 TypeII CB (i.e., PC8), which can be acceptable to be carried on UCI.
Proposal 4: For high-resolution data collection, reporting high-resolution data from UE to Network via air-interface should be studied at least for 
· High-resolution codebook, e.g., enhanced Rel-16 TypeII codebook.
· Signaling for reporting high-resolution data, e.g. RRC signaling, PHY signaling.
Proposal 5: Further study the potential solutions and specification impacts regarding the data quality during data collection. 
Observation 3: During model identification process, UE should disclose which dataset has been used for training the CSI generation part, which facilitates network side to choose corresponding CSI reconstruction part.
Proposal 6: Further discuss dataset identification process/method, which is to identify a dataset for the common understanding between the NW and the UE.
Proposal 7: For model inference operation, further study at least the following aspects:
· Data required for model input, e.g., reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource
Proposal 8: In CSI compression using two-sided model use case, further study potential specification impact of the following options for input-CSI-UE and output-CSI-NW: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain
· 1b: The precoding matrix in angular-delay domain
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: Raw channel is in spatial-frequency domain
· 2b: Raw channel is in angular-delay domain
Observation 4: The CQI calculation based on the monitored output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as Case 1a (i.e., performance upper-bound for all cases).
Proposal 9: To facilitate discussion, the following categorization is proposed for different CQI determination options:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using pre-coded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
Proposal 10: Prioritize Case 2a and Case 2b-2 for CQI calculation as a starting point for further study.
Proposal 11: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination.
Proposal 12: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
Proposal 13: Further study potential specification impact on more channel information reported for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
Proposal 14: In CSI compression using two-sided model use case, further study the following quantization alignment options:
· For scalar quantization scheme, the quantization dictionary should be aligned including quantization type, quantization level, quantization pattern, etc.
· For vector quantization scheme, the quantization codebook should be aligned including the length of codeword, the size of codebook, etc.
· The configuration/reporting/update of the quantization dictionary/codebook
Proposal 15: Further study the following two cases for model performance monitoring, 
· Case 1: model monitoring metrics calculated by UE side, e.g., Intermediate KPIs are calculated by UE based on CSI generation model
· Case 2: model monitoring metrics calculated by NW side, e.g., Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output.
[bookmark: _GoBack]Proposal 16: For intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output for model performance monitoring, further study a high-resolution CSI based on traditional codebook as ground-truth label.
Observation 5: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately.
Proposal 18: In CSI compression using two-sided model use case, further study potential specification impact of the following UE capability options:
· Framework for defining and reporting UE dynamic capability for model inference.
· Whether and how LCM-related procedures are captured into UE capability.
Observation 5: Based on current evaluation assumptions in 9.2.2.1, AI-based CSI prediction shows better performance gain when baseline is the nearest historical CSI. However, AI-based CSI prediction almost has similar performance when the baseline is non-AI/ML based CSI prediction. 
Proposal 19: To further study the AI/ML-based CSI prediction sub use case, the following issues should be considered:
· Justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced lengths of measurement window, reduced decorrelation distance, high UE speed, low LOS probability, etc. 
· The process of relative topic in R18 MIMO WI should be tracked carefully.
5 References
[1] Chairman’s notes, RAN1#111.
[2] R1-2300171, Evaluation on AI CSI feedback enhancement, ZTE Corporation.
[3] Chairman’s notes, RAN1#110bis-e.
[4] Chairman’s notes, RAN1#110.
[5] https://en.wikipedia.org/wiki/Knowledge_distillation



image2.png
e nd Loss1= Loss(Input, Output)
|

| t
| |

|

] |

Input - Feedback - output — — |

— | Generation Reconstruction | ——————— |

Model Model

| |

| |

| Monitoring Monitored output |

| Part [ | |

| |

! |

| | :

| v

— — — —  Loss2= Loss(Input, Monitored output) — — — — — — — — — —  KPI(Loss1, Loss2)

UE gNB




image3.png
| . .
| ' .
| | .
| ! .
‘ ouput ————
i = Reconciruction !
— | Genenati !
Model Model !
|
|
! s
1 -
4 e
-
i
m“’ - Loss2= Loss(Monitored input, Output)
UE gNB

KPI(Loss1, Loss2)




image1.png
Input

Feedback
csi
Generation
Model
o Monitored output
Monitoring
Part |
€Ql Caleulation +— — — — -
UE

csl
Reconstruction
Model

gNB

Output




