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1 Introduction
[bookmark: _Ref118452674][bookmark: _Ref129681832]In the RAN1 #111 meeting [1], the following agreement for representative sub-use cases selection was achieved:
	Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.


This contribution discusses different categorization of specific implementation details of the above two sub-use cases, including both the AI/ML operation mode and potential specification impact needed for AI/ML-based positioning accuracy enhancement.
2 Discussion
2.1 Model deployment
Last meeting the following agreement for model deployment during inference was achieved:
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.


For one-sided model, the inference is performed at either NW-side or UE-side, but it’s not specified where the training and updating procedures take place. When the training and inference happen in different sides, an AI/ML model exchange would face the issues of model transfer. Considering discussion of the spec impacts and implementation details of model transfer has already been included in AI 9.2.1, and assuming that there is no extra spec impact when the AI/ML model is transferred for positioning, beam management or other AI/ML functions, we think discussing model transfer in AI/ML positioning would introduce unnecessary complications at this stage. Therefore, as starting point, we only discuss the cases when model training and model inference are performed by the same node and we are making the following proposal: 
Proposal 1 : For AI/ML-based positioning, one-sided model should be considered as a starting point for the evaluation of spec impact:
· For UE-side model, the model training/updating and inference are performed all at UE side.
· For NW-side model, the model training/updating and inference are performed all at NW side.
2.2 Signaling in sub use cases for AI/ML-based positioning
In this section, the overall signaling of RS, for data collection and inference is described for direct AI/ML based positioning and for AI/ML assisted positioning. The following mapping between the agreed cases and positioning methods is done:
	Direct AI/ML positioning
	AI/ML assisted positioning

	Case 1: UE-based positioning with UE-side model, downlink positioning
	Case 1: UE-based positioning with UE-side model, downlink positioning

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, downlink positioning
	Case 2a: UE-assisted/LMF-based positioning with UE-side model, downlink positioning

	Case 3b: NG-RAN node assisted positioning with LMF-side model, uplink positioning
	Case 3a: NG-RAN node assisted positioning with gNB-side model, uplink positioning


2.3 [bookmark: _Ref110937123]Direct AI/ML positioning
Traditional positioning algorithms such as TDoA and AoA are based on LOS channels, and are no longer applicable in environments where NLOS paths dominate. In these scenarios, the number of gNBs that have LOS channels with the UE is relatively small. As a result, the precision of the traditional positioning algorithm cannot meet the requirements of high-accuracy positioning applications. At the same time, existing research shows that, based on a large amount of channel data, a mapping relationship between channel features and location coordinates can be established by using an AI/ML method. This method, namely AI/ML-based fingerprint positioning, can achieve sub-meter level positioning accuracy under heavy NLOS conditions, where the positioning accuracy of traditional methods is > 10m@90% [2].
2.3.1 Case 1: UE-based positioning with UE-side model
[bookmark: OLE_LINK14]For UE-based direct AI/ML positioning with a UE-side model, as shown in Figure 1 (b), the inference is directly performed at the UE itself with low latency for downlink positioning. In our discussion we prioritize training and inference at the same side. Therefore, as illustrated in Figure 1 (a), for the model’s training and updating the UE needs to collect channel measurements, e.g., the power delay profile (PDP), the channel impulse response (CIR), the channel frequency response (CFR) or post-processed CIR and also ground truth UE coordinates as the model training inputs. The NW can obtain adequate channel measurements and ground truth positions from PRUs or from other UEs in the NW. For the PRUs, we assume that TS 38.305 is followed where for a PRU it is defined that its location is already known by the NW and therefore the coordinates are not signaled to the NW. UEs, on the other hand, that might have knowledge about their position can signal this information to the LMF. Alternatively, the LMF may also obtain it autonomously, for example by using a legacy positioning method. It is not allowed that the gNB has knowledge about the UE location.
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	(a) UE-side model training/updating phase
	(b) UE-side model inference phase


[bookmark: _Ref118143478]Figure 1 - UE-based direct AI/ML positioning with UE-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 1 : If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for direct positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label (coordinates) may or may not be signaled to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.
· The network collects the measurement reports from the entities used for training data generation and labels them with their UE locations.
· The network sends the collected channel measurements together with the label (coordinates) to the training entity.
Observation 2 : For the model inference in UE-based positioning with UE-side model (Case 1 for direct positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the position based on the channel measurements obtained from PRS.
2.3.2 Case 2b: UE-assisted/LMF-based positioning with LMF-side model
For UE-assisted/LMF-based direct AI/ML positioning with LMF-side model, during the model training/updating phase, as shown in Figure 2 (a), PRUs or other UEs measure PRS from gNBs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR to the NW. For the labels, as for Case 1, a PRU is not assumed to signal its coordinates since these are already known, while upon availability, a UE may send this information directly to the LMF. Alternatively, the LMF could obtain the UE location via a legacy positioning method. After measurements and labels have been received by the LMF, it can perform AI/ML model training/updating for downlink positioning. 
For inference, as shown in Figure 2 (b), UEs can measure PRS from the gNBs and transmit the results to the LMF where the UE coordinates are inferred.
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	(a) LMF-side model training/updating phase
	(b) LMF-side model inference phase


[bookmark: _Ref118144481]Figure 2 - UE-assisted/LMF-based direct AI/ML positioning with LMF-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 3 : For the model training/updating in LMF-based positioning with LMF-side model (Case 2b),
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the LMF.
· The positioning label (coordinates) may or may not be signaled to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.
· The LMF uses the received measurement data and labels to train the AI/ML model.
Observation 4 : For the model inference in LMF-based positioning with LMF-side model (Case 2b),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE sends the channel measurement results to the LMF where they are used as input to the AI/ML model for inference of the UE position.
2.3.3 Case 3b: NG-RAN node assisted positioning with LMF-side model
For NG-RAN node assisted positioning direct AI/ML positioning with LMF-side model, during the model training/updating phase as shown in Figure 3 (a) for uplink positioning, PRUs/UEs send SRS as being configured which then is measured at the gNB. Regarding the ground truth labels, similar to Case 1 and Case 2b, the PRU positions are already known and will not be signaled. UEs might signal their location to the LMF (if available), alternatively the LMF might estimate it based on a legacy method. On the NW side, the gNBs will then measure SRS from PRUs/UEs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR and corresponding labels to the LMF. 
For inference, as shown in Figure 3 (b), gNBs can measure SRS from the UEs and transmit the results to the LMF where the UE coordinates are inferred.
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	(a) LMF-side model training/updating phase
	(b) LMF-side model inference phase


[bookmark: _Ref118144902]Figure 3 - NG-RAN node assisted direct AI/ML positioning with LMF-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 5 : For the model training/updating in NG-RAN based positioning with LMF-side model (Case 3b),
· The PRU/UE transmits SRS to the gNB.
· The PRUs/UEs may or may not send the position coordinates sent to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.
· The gNB performs channel measurements based on SRS from various PRUs/UEs.
· The gNB sends the obtained channel measurements results to the LMF.
· The LMF uses the received channel measurements and labels to train the AI/ML model.
Observation 6 : For the model inference in NG-RAN based positioning with LMF-side model (Case 3b),
· The UE sends SRS to the gNB that performs the channel measurements.
· The gNB sends the channel measurement results to the LMF where they are used to infer the UE position.
2.4 [bookmark: _Ref110937140]AI/ML assisted positioning
2.4.1 Case 1: UE-based positioning with UE-side model
For UE-based AI/ML assisted positioning with UE-side model, as shown in Figure 4 (b), the inference is directly performed at the UE itself. As shown in Figure 4 (a), for model training input, the UE needs to collect channel measurements and ground truth labels (e.g. LOS/NLOS states or TOA) from other PRUs/UEs via the network. For the PRUs, since the coordinates are already known by the NW, it is assumed that also the LOS/NLOS state(s) and TOAs label for these positions can be derived and will be known. In case applicable ground truth information is available at the PRU/UE, it may be signaled to the network. Otherwise, the network may obtain it autonomously.
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	(a) UE-side model training/updating phase
	(b) UE-side model inference phase


[bookmark: _Ref118146814]Figure 4 - UE-based AI/ML assisted positioning with UE-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 7 : If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for assisted positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label (e.g. LOS/NLOS state, TOA) may be signaled to the gNB or LMF or may be obtained autonomously at the gNB or LMF.
· The network collects the measurements reports from the entities used for training data generation.
· The network sends the collected channel measurements together with the labels (e.g. LOS tags or TOAs) to the training entity.
Observation 8 : For the model inference in UE-based positioning with UE-side model (Case 1 for assisted positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the information needed for final positioning (e.g. LOS/NLOS states, TOA).
· The UE performs the final positioning.
2.4.2 Case 2a: UE-assisted/LMF-based positioning with UE-side model
For UE-assisted/LMF-based AI/ML assisted positioning with UE-side model, during the model training/updating phase, as shown in Figure 5 (a), PRUs or other UEs measure PRS from gNBs and transmit the results, e.g., PDP, CIR, CFR or post-processed CIR to the NW. Additionally, if available, the ground truth LOS/NLOS state or TOA may also be signaled to the Network. Alternatively, the NW may autonomously obtain these labels. Then, the UE where the AI/ML model is deployed receives the adequate training/updating inputs from the network and performs AI/ML model training/updating for downlink positioning.
For inference, as shown in Figure 5 (b), the UE measures PRS from the gNBs and uses the results as the input to the AI/ML model and then transmits the inference results (such as TOA or LOS tags) to the LMF where the UE coordinates are calculated.
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	(a) UE-side model training/updating phase
	(b) UE-side model inference phase


[bookmark: _Ref118190544]Figure 5 - UE-assisted/LMF-based AI/ML assisted positioning with UE-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 9 : If the data collection for the model training/updating in UE-assisted/LMF-based positioning with UE-side model (Case 2a) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label (e.g. LOS/NLOS state, TOA) may be signaled to the gNB or LMF or may be obtained autonomously at the gNB or LMF.
· The network collects the channel measurements and sends them together with the labels to the training entity.
Observation 10 : For the model inference in LMF-based positioning with LMF-side model (Case 2a),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE uses its channel measurements to infer the model output (e.g. e.g. LOS/NLOS states, TOA).
· The UE transmits the model output to the LMF that performs the final positioning.
2.4.3 Case 3a: NG-RAN node assisted positioning with gNB-side model
For NG-RAN node assisted positioning AI/ML assisted positioning with gNB-side model, during the model training/updating phase, as shown in Figure 6 (a) for uplink positioning, PRUs or UEs may report the ground truth LOS/NLOS state or TOA to the gNB. They also send SRS as configured. If the labels are not sent by the PRUs/UEs, then they may be obtained autonomously at the NW side. The gNB measures the SRS and uses the results together with the labels to train the AI/ML model.
During inference, the gNBs can measure SRS from PRUs or UEs, using the measurements as the input to the AI/ML model and then transmits the inference results to the LMF where the UE coordinates are calculated.
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	(a) gNB-side model training/updating phase
	(b) gNB-side model inference phase


[bookmark: _Ref118191527]Figure 6 - NG-RAN node assisted AI/ML assisted positioning with gNB-side model
Based on the above discussion, we can make the following observations for the signaling of measurements and labels during training and inference:
Observation 11 : For the model training/updating in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· PRUs/UEs transmit SRS to the gNB. 
· The training data label (e.g. LOS/NLOS state, TOA) may be signaled to the network or may be obtained autonomously at the network.
· The gNB performs channel measurements based on SRS and uses them as input to the AI/ML model together with labels such as LOS/NLOS states or TOAs.
· The AI/ML model is trained with the channel measurements and labels.
Observation 12 : For the model inference in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· The UE transmits SRS to the gNB.
· The gNB performs channel measurements based on SRS and delivers them as input to the AI/ML-model where the LOS/NLOS or TOA is inferred.
· The gNB transmits the results of the inference to the LMF where the final positioning is performed.
3 Potential specification impact 
3.1 Data collection for model training and model updating
3.1.1 Model Training
In the RAN1 #111 meeting [1], the following agreement has been achieved for model training:
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
Note: Existing PRU definition is in 38.305


As described in Section 2, training inputs for AI/ML-based positioning include channel measurements and ground truth labels. The ground truth labels are the UE coordinates for direct positioning and can be e.g. LOS tags or TOAs for assisted positioning sub use cases. 
Positioning reference units (PRUs), with known locations have already been discussed in Rel-17 to support the mitigation of timing errors. By definition in TS 38.305, their position is known to network. Therefore, by utilizing the PRUs, at least the ground truth labels used for direct positioning (coordinates) can be collected and, when needed, can be associated with UE coordinates. Further, we assume that because of the knowledge of the PRU locations, also the related states such as LOS tags or TOAs are known or can be obtained. 
According to the discussion from Section 2, the following table lists the required signaling and entities for the agreed Cases 1 to 3b and also the potential specification impact for data collection during training.
[bookmark: _Ref118452723]Table 1 Signaling for data collection
	Sub-use case
	Description
	RS
	Training measurement transfer
	Label type and transfer
	Specification impact for training

	Case 1
(If the data collection for the model training/updating in UE-based positioning with UE-side model  is to be specified)
	UE-based direct AI/ML positioning with UE-side model, downlink positioning
	PRS
	From PRU/UE
to NW 
to UE 
	UE coordinates,

from UE to NW to UE

(and/or) 

from NW to UE 
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW
Note: Transfer of coordinates from UE to LMF already supported

	Case 1
(If the data collection for the model training/updating in UE-based positioning with UE-side model  is to be specified)
	UE-based AI/ML assisted  positioning with UE-side model, downlink positioning
	PRS
	From PRU/UE
to NW
to UE
	NLOS/LOS tags, TOA 

From UE to NW to UE

(and/or)

From NW to UE
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW
Note: Transfer of TOA, LOS from UE to NW already supported

	Case 2a
(If the data collection for the model training/updating in UE-assisted/LMF-based positioning with UE-side model is to be specified)
	UE-assisted/LMF-based AI/ML assisted positioning with UE-side model, downlink positioning
	PRS
	From PRU/UE 
to NW
to UE
	NLOS/LOS tags, TOA
From UE to NW to UE

(and/or)

From NW to UE
	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW
Note: Transfer of TOA, LOS from UE to NW already supported

	Case 2b
	UE-assisted/LMF-based direct AI/ML positioning with LMF-side model, downlink positioning
	PRS
	From PRU/UE to NW


	UE coordinates, 
From UE to NW

	New: Transfer of measurements (e.g. CIR, PDP) from PRU/UE to NW
Note: Transfer of coordinates from PRU not needed. Transfer of coordinates from UE to NW (LMF) already supported

	Case 3a
	NG-RAN node assisted AI/ML assisted positioning with gNB-side model, uplink positioning
	SRS
	None
(transfer within gNB)

	LOS/NLOS state, TOA
From UE to NW 

(and/or)

None (already known by the gNB) 
	No impact.

	Case 3b
	NG-RAN node assisted direct AI/ML positioning with LMF-side model, uplink positioning
	SRS
	Within NW (from gNB
to LMF)
	UE coordinates,
From UE to NW (LMF=

	New: Transfer of measurements (e.g. CIR, PDP) within NW from gNB to UE
Note: PRU coordinates already known. In case of UE, transfer of coordinates from UE to LMF already supported.


Based on the overview given in Table 1 above, following observation and proposal is made:
Proposal 2 : To facilitate the data collection for training of the AI/ML-model for positioning:
· For Cases 1 to 3b, the transfer of channel measurement and labels between entities should be studied.
· How the PRUs would be involved in the whole AI/ML positioning structure should be studied (including the necessity of standardizing PRU). 
3.1.2 Model updating
As seen from the evaluation results shown in our companion paper [2], model updating helps to improve the performance at least to mitigate UE timing errors and for the occurrence of unlearned channel characteristics, including unseen drops and clutter settings.
Also, as we discussed in our companion contribution for the AI/ML framework [3], it would be beneficial to use a pre-trained offline AI/ML-based positioning model as a basis and then retrain/fine-tune the model based on training data collected from realistic networks (e.g., field data). As examples of spec impact, the feedback of channel measurements (e.g., CIR, CFR, PDP) to LMF, and the signaling for indicating/requesting data collection should be studied.
Meanwhile, excellent training data helps the AI/ML algorithm design to achieve greater performance gains, and to improve the generalization capability and robustness in various scenarios. Conversely, bad training data with uncontrollable errors may lead to many problems, such as inaccurate gain evaluation or poor generalization capability to name a few. Especially for the positioning problem, which is sensitive to the environment (the input), data collection is important. Therefore, for the real-life implementations of AI/ML-based positioning, the method to ensure the collection of high-quality data both for model training and updating should be studied. For example, a quality requirement on SINR or RSRP could be configured to collect enough qualified data for a specific scenario. Based on the above discussion, the following proposal is made:
Proposal 3 : Study the potential spec impact of data collection from realistic network for supporting the model training and updating of the AI/ML model, including at least:
· Signaling for indicating/requesting data collection.
· Feedback of channel measurements.
· Methods of improving data quality.
3.2 Model inference
The following agreement was made in the last meeting for model inference [1], which we discuss in this section for NW-side and UE-side models. 
	Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed


NW-side model
Given the current Location Services architecture specified in TS 38.305 and TS 23.273, the gNB is forbidden to obtain the UE locations. Similarly, in some cases, the information about the gNB locations should also not be disclosed to the UE. Therefore, for the direct AI/ML positioning sub use case, if the AI/ML model is used to derive UE coordinates, a universal solution for both downlink and uplink based position is to deploy the AI/ML model at the LMF.
On the other hand, for AI/ML assisted positioning according to the discussion from Section 2, if the AI/ML model is used to derive intermediate results for assisted positioning, such as in the AI/ML-based LOS/NLOS identification sub use case, the gNB can use the LOS/NLOS tags derived by an AI/ML model to remove the channel(s) without LOS path. Then the eventual UE coordinates can be calculated by the LMF based on these intermediate results using the LOS paths. The inputs to the AI/ML model may be the power delay profile (PDP), the channel impulse response (CIR) or the channel frequency response (CFR), which have relatively large packet size. This may introduce latency and overhead for information exchange when the AI/ML model is deployed at the LMF. The latency and overhead can be reduced by deploying the AI/ML model at the gNB, since the size of intermediate results is much smaller than the original PDPs or CIRs. Based on the above discussion, we can make the following observations:
Observation 13 [bookmark: _Ref111144499]: For direct AI/ML positioning such as the AI/ML-based fingerprint positioning sub use case, adopting the LMF-side operation mode would be a universal solution to handle downlink and uplink based positioning.
Observation 14 [bookmark: _Ref111144507]: For AI/ML assisted positioning such as the LOS/NLOS identification sub use case, gNB-side operation mode can achieve lower latency than LMF-side operation mode.
The types of measurements that are needed for the cases with NW-side model are listed in the table below.
[bookmark: _Ref126240518]Table 2 – Measurements for inference of Case 2b, Case 3a and Case 3b (i.e. for NW-side models)
	
	Case 2b 
UE-assisted/LMF-based positioning with LMF-side model
	Case 3a 
NG-RAN node assisted positioning with gNB-side model
	Case 3b
NG-RAN node assisted positioning with LMF-side model

	Types of measurement
	New: Transfer of measurements based on PRS, such as CIR, PDP, CFR.
From PRU/UE to gNB to LMF
Or from PRU/UE directly to LMF
	Existing: SRS
(at gNB CIR, PDP or CFR is obtained based on SRS and used as model input)
Existing: LOS, TOA
(model output sent from gNB to LMF)
	Existing: SRS
New: Measurements based on SRS, such as CIR, PDP, CFR.
From gNB to LMF



UE-side model
For UE-side AI/ML operation mode, according to the discussion from Section 2, both for the direct AI/ML positioning and the AI/ML assisted positioning, the inference directly happens at the UE itself with low latency. The required measurements for the UE side model are described below.
[bookmark: _Ref126240533]The types of measurements that are needed for the cases with UE-side model are listed in the table below.
Table 3 - Measurements for inference of Case 1 and Case 2a (i.e. for UE-side models)
	
	Case 1 (direct positioning) 
UE-based positioning with UE-side model
	Case 1 (assisted positioning)
UE-based positioning with UE-side model
	Case 2a
UE-assisted/LMF-based positioning with UE-side model

	Types of measurement
	Existing: PRS
(UE obtains e.g. CIR, PDP or CFR based on SRS )
	Existing: PRS
(UE obtains e.g. CIR, PDP or CFR based on SRS )
	Existing: PRS
(UE obtains e.g. CIR, PDP or CFR based on SRS )
Existing: LOS/TOA
(UE send inference output to LMF)


Based on the previous discussions and overview given in Table 2 and Table 3 we make the following observation:
Observation 15 : For the inference in AI/ML-based positioning to support the cases 1 to 3b, the following study of specification impact for signaling channel measurement is needed:
· From UE to LMF: Case 2b,
· Note: Case 2a re-uses existing signaling.
· From UE to gNB to LMF: Case 2b
· Note: Case 2a re-uses existing signaling.
· From gNB to LMF: Case 3b
· Note: Case 3a re-uses existing signaling.
3.3 Model monitoring
According to the agreement achieved in the RAN1 #110bis e-meeting, the monitoring operation can be different depending on the execution node (e.g., Network and UE), and the potential specification impact of different AI/ML operation modes should be analyzed from the aspects shown in the agreement below. 
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


In RAN1#111 further details were discussed and the following agreement was achieved:
	Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction


Monitoring a NW-side model, as described in our companion contribution for the AI/ML framework [3],
· For one option it can be entirely performed at the Network. For example, the Network can collect the ground truth labels (e.g., TOA) obtained from using the PRU information as monitoring inputs and calculates the KPI (e.g., TOA estimation accuracy), then it makes monitoring decisions according to the KPI, including model activation/deactivation/switching/updating.
· Alternatively, the operations to collect the monitoring inputs and the KPI calculation (e.g., RSRP, SINR, K-factor) can be performed at the UE, which then feeds back the resulting KPI to the Network, and the Network performs the eventual decision making.
As we discussed on the UE-side model monitoring in our companion contribution for the AI/ML framework [3],
· For one option the UE collects monitoring inputs and calculates the KPI, and then feeds back the KPI to the Network, and relies on the Network to make the decision. 
· For another option, the monitoring process can be entirely performed up to UE, with potentially requesting the Network to send assistant signals (AI/ML-related RS, etc.) to facilitate the UE to obtain monitoring inputs.
Therefore, depending on the execution node (e.g., Network or UE) of these steps, model monitoring can be classified into three modes:
Mode 1: Network collects inputs for monitoring, calculates the monitoring KPI, and makes the monitoring decision. This case is applicable to at least the NW-side model.
Mode 2: UE collects inputs for monitoring, calculates monitoring KPI, feeds back the KPI to the Network, and Network makes the decision. This case is applicable to the NW-side model and the UE-side model.
Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes the monitoring decision. In particular, to facilitate the UE to make a proper decision, Network can configure a threshold criterion (e.g., threshold RSRP/SINR, or threshold intermediate KPIs) to the UE. In addition, the decision result made by the UE is reported to the Network, and Network will approve and then indicate the UE to execute the decision to activate/deactivate/switch/update the model accordingly. This mode can be applied to monitor the UE-side model.
Proposal 4 : Study the following potential spec impact of model monitoring:
· For model-input based model monitoring:
· Based on the evaluation results, study which metrics of the model inference input monitored would be helpful for the model performance. 
· For model-output based model monitoring:
· How the PRUs would be involved in the whole AI/ML positioning structure should be studied (including the necessity of standardizing PRU). 
Proposal 5 : Study the following modes of model monitoring and the potential spec impact:
· Mode 1: NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· This case is applicable to Case3a and Case3b.
· Mode 2: UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision 
· This case is applicable to Case1, Case2a and Case2b.
· Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· This case is applicable to Case1, Case2a and Case2b.
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.
Monitoring based on model output can be applied for both direct and assisted positioning methods by utilizing PRUs. For direct positioning, the inferred coordinates can be compared with the known ground truth coordinates. And for assisted positioning, the inferred TOAs and LOS tags can be compared with the known states of PRUs. Also the decision on model updating for direct positioning would be straight forward, a threshold on the model accuracy can be defined and when the error becomes larger than this threshold, the model is updated. For assisted positioning, a performance degradation of the monitored intermediate metric can be monitored, but it does not necessarily mean a degradation of the final performance. Therefore, also for assisted positioning, the eventual obtained position accuracy can be included in the monitoring process.
Observation 16 : Monitoring the AI/ML model output is feasible for both direct and assisted positioning. The AI/ML model output can be compared with the known ground truth labels of PRUs.
Monitoring the AI/ML-model output relies on the availability of PRUs. Another monitoring approach that does not need that would be to monitor the AI/ML model input. In that case a statistic of the model input could be defined and calculated during training. The same statistic would then also be evaluated during inference and when it differs to a certain degree from the training data, it indicates that the conditions have changed. However, in our view it is not straight forward to realize such an approach. For example, a suitable statistic needs to be decided and then a relationship between the statistic and model performance needs to be found.
Observation 17 : Monitoring the AI/ML model input does not rely on the availability of PRUs. But it is much more difficult to evaluate the model performance based on its input than on its output.
4 Conclusions
In this contribution, we discussed the potential specification impact and the consideration of sub use cases for positioning accuracy enhancements. Based on the discussion, we have the following proposals and observations:
Proposal 1: For AI/ML-based positioning, one-sided model should be considered as a starting point for the evaluation of spec impact:
· For UE-side model, the model training/updating and inference are performed all at UE side.
· For NW-side model, the model training/updating and inference are performed all at NW side.
Proposal 2: To facilitate the data collection for training of the AI/ML-model for positioning:
· For Cases 1 to 3b, the transfer of channel measurement and labels between entities should be studied.
· How the PRUs would be involved in the whole AI/ML positioning structure should be studied (including the necessity of standardizing PRU).
Proposal 3: Study the potential spec impact of data collection from realistic network for supporting the model training and updating of the AI/ML model, including at least:
· Signaling for indicating/requesting data collection.
· Feedback of channel measurements.
· Methods of improving data quality.
Proposal 4: Study the following potential spec impact of model monitoring:
· For model-input based model monitoring:
· Based on the evaluation results, study which metrics of the model inference input monitored would be helpful for the model performance. 
· For model-output based model monitoring:
· How the PRUs would be involved in the whole AI/ML positioning structure should be studied (including the necessity of standardizing PRU). 
Proposal 5: Study the following modes of model monitoring and the potential spec impact:
· Mode 1: NW collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· This case is applicable to Case3a and Case3b.
· Mode 2: UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to NW, and NW makes monitoring decision 
· This case is applicable to Case1, Case2a and Case2b.
· Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to NW; NW will indicate UE to execute the decision accordingly
· This case is applicable to Case1, Case2a and Case2b.
· NW may configure a threshold criterion (e.g., threshold RSRP/SINR or threshold intermediate KPIs) to facilitate UE to make decision.

Observation 1: If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for direct positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label (coordinates) may or may not be signaled to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.
· The network collects the measurement reports from the entities used for training data generation and labels them with their UE locations.
· The network sends the collected channel measurements together with the label (coordinates) to the training entity.
Observation 2: For the model inference in UE-based positioning with UE-side model (Case 1 for direct positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the position based on the channel measurements obtained from PRS.
Observation 3: For the model training/updating in LMF-based positioning with LMF-side model (Case 2b),
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the LMF.
· The positioning label (coordinates) may or may not be signaled to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.  
· The LMF uses the received measurement data and labels to train the AI/ML model.
Observation 4: For the model inference in LMF-based positioning with LMF-side model (Case 2b),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE sends the channel measurement results to the LMF where they are used as input to the AI/ML model for inference of the UE position.
Observation 5: For the model training/updating in NG-RAN based positioning with LMF-side model (Case 3b),
· The PRU/UE transmits SRS to the gNB.
· The PRUs/UEs may or may not send the position coordinates sent to the LMF.
· In case of PRU, the location is known. No signaling needed.
· In case of UE, the UE might signal its position to the LMF, or the LMF might obtain it autonomously, e.g. by using a legacy positioning method.  
· The gNB performs channel measurements based on SRS from various PRUs/UEs.
· The gNB sends the obtained channel measurements results to the LMF.
· The LMF uses the received channel measurements and labels to train the AI/ML model.
Observation 6: For the model inference in NG-RAN based positioning with LMF-side model (Case 3b),
· The UE sends SRS to the gNB that performs the channel measurements.
· The gNB sends the channel measurement results to the LMF where they are used to infer the UE position.
Observation 7: If the data collection for the model training/updating in UE-based positioning with UE-side model (Case 1 for assisted positioning) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF.
· The positioning label (e.g. LOS/NLOS state, TOA) may be signaled to the gNB or LMF or may be obtained autonomously at the gNB or LMF.
· The network collects the measurements reports from the entities used for training data generation.
· The network sends the collected channel measurements together with the labels (e.g. LOS tags or TOAs) to the training entity.
Observation 8: For the model inference in UE-based positioning with UE-side model (Case 1 for assisted positioning),
· The gNB sends PRS to the UE that contains the AI/ML model.
· The UE infers the information needed for final positioning (e.g. LOS/NLOS states, TOA).
· The UE performs the final positioning.
Observation 9 : If the data collection for the model training/updating in UE-assisted/LMF-based positioning with UE-side model (Case 2a) is to be specified, a potential procedure could be
· Entities used for training data generation (e.g. PRUs/UEs) perform measurements on PRS and report them to the gNB or LMF. 
· The positioning label (e.g. LOS/NLOS state, TOA) may be signaled to the gNB or LMF or may be obtained autonomously at the gNB or LMF.
· The network collects the channel measurements and sends them together with the labels to the training entity.
Observation 10: For the model inference in LMF-based positioning with LMF-side model (Case 2a),
· The gNB sends PRS to the UE that performs the channel measurements.
· The UE uses its channel measurements to infer the model output (e.g. e.g. LOS/NLOS states, TOA).
· The UE transmits the model output to the LMF that performs the final positioning.
Observation 11: For the model training/updating in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· PRUs/UEs transmit SRS to the gNB. 
· The training data label (e.g. LOS/NLOS state, TOA) may be signaled to the network or may be obtained autonomously at the network.
· The gNB performs channel measurements based on SRS and uses them as input to the AI/ML model together with labels such as LOS/NLOS states or TOAs.
· The AI/ML model is trained with the channel measurements and labels.
Observation 12: For the model inference in NG-RAN node assisted positioning with gNB-side model (Case 3a),
· The UE transmits SRS to the gNB.
· The gNB performs channel measurements based on SRS and delivers them as input to the AI/ML-model where the LOS/NLOS or TOA is inferred.
· The gNB transmits the results of the inference to the LMF where the final positioning is performed.
Observation 13: For direct AI/ML positioning such as the AI/ML-based fingerprint positioning sub use case, adopting the LMF-side operation mode would be a universal solution to handle downlink and uplink based positioning.
Observation 14: For AI/ML assisted positioning such as the LOS/NLOS identification sub use case, gNB-side operation mode can achieve lower latency than LMF-side operation mode.
Observation 15: For the inference in AI/ML-based positioning to support the cases 1 to 3b, the following study of specification impact for signaling channel measurement is needed:
· From UE to LMF: Case 2b,
· Note: Case 2a re-uses existing signaling.
· From UE to gNB to LMF: Case 2b
· Note: Case 2a re-uses existing signaling.
· From gNB to LMF: Case 3b
· Note: Case 3a re-uses existing signaling.
Observation 16: Monitoring the AI/ML model output is feasible for both direct and assisted positioning. The AI/ML model output can be compared with the known ground truth labels of PRUs.
Observation 17: Monitoring the AI/ML model input does not rely on the availability of PRUs. But it is much more difficult to evaluate the model performance based on its input than on its output.
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