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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#111, companies reached some agreements/conclusions related to other aspects of AI/ML for CSI feedback enhancement. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].Agreement:
· Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.   
Conclusion:
· In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.   
Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 



In addition to the above agreement/conclusion/note, FL has suggested focusing on the following items in RAN1#112 meeting:
· Proposals related to data collection. Detailed description is appreciated if enhancement is proposed. 
· Proposals related to UCI configuration and UCI report. Let us start with layer common (the simplest and most simulated case), whether gNB configure the CSI generation model to the UE, or UE choose the model to be used and report it back to gNB. 
In this contribution, we discuss some of the open issues related to AI/ML-based CSI feedback enhancement other than evaluation methodology/EVM that companies and share our view on the topics FL suggested for RAN1#112 meeting.

AI/ML based CSI feedback enhancement: other aspects to be considered 
Potential standards impact on data collection
During last few meetings, companies discussed potential mechanisms of data collection for model training and model inference. Given that AI/ML model training may require collecting large amount of data samples, data collection for model training purpose may be more important to be discussed. In CSI compression using two-sided model use case, there are various options to collect model training data:
· Fully offline: depending on training collaboration type, data collection solution may be worked out among vendors in a 3GPP transparent manner. 
Note: this approach may be one the options for initial model training phase which typically requires larger amount of data. Further discussion may be needed to determine whether fully offline-based approach is still suitable for model update or partial model retraining/update as they may require less data samples. 
· 3GPP RAN-aware approach(es):
a) Reuse/enhance existing CSI-RS/SRS protocol(s) for data collection purpose
b) Reuse/enhance RRC protocol(s) for data collection purpose
c) Add new protocol(s) for data collection to support AI/ML model training 
For 3GPP RAN-aware options, it is desirable to start from reusing/enhancing existing protocol(s) to support data collection for AI/ML model training (including model update/retraining), at least initially or as a starting point. Even though fully offline data collection may be an option, 3GPP RAN-aware based data collection for AI/ML model training/update should still be studied. 
For data collection, the following aspects should also be considered (some of them may belong to RAN2):
· Configuration(s) for data collection procedure: including start/stop of the operation(s), and information like type of data, criteria, periodicity, format, etc. 
· Configuration(s) related to attributes and/or assistance information to be collected  
· Configuration(s)
Proposal 1: For CSI compression using two-sided model use case, prioritize reusing/enhancing existing protocol(s) to support data collection for AI/ML model training and inference.
Proposal 2: For CSI compression using two-sided model use case, study potential standards impact related to data collection at least for the following areas:
· Signalling/protocol enhancement needed to support the data collection, e.g., RRC, CSI-RS/SRS. 
· Configuration and the corresponding signalling support for the indication of type and format of the CSI data, e.g., channel matrix or eigenvectors, quantized or non-quantized.

Potential standards impact related to compressed CSI feedback from AI/ML-based CSI generation part
[image: ]When using AI/ML-based approach to compress CSI feedback, the final output of the CSI generation part at UE side is a quantized form of an encoded CSI feedback (in bits) which is then transmitted over the air interface to the NW side. Once the CSI feedback is received on the NW side, the CSI reconstruction part may contain a de-quantizer to recover the non-quantized entity of the encoded CSI feedback, then de-quantized output is passed as the input to the AI/ML-based CSI reconstruction model to recover the original CSI feedback that the UE side was intended to send, either the channel matrix or eigenvectors. Figure 2.2.1-1 depicts the major components/functions involved in the AI/ML-based CSI compression sub use case.
To achieve good CSI reconstruction performance, the alignment between the quantizer used at UE side and the de-quantizer at NW side plays an important role. During RAN1#111, some companies showed unacceptable performance if the quantizer and de-quantizer are not aligned [2] which indicates the need to study mechanism(s) and potential specification impact to support alignment of the quantizer at UE side and the de-quantizer at the NW side for different training collaboration types. Depending on quantization method utilized, the information that needs to be exchanged may be different and the corresponding specification impacts may also be different. Potential information to be exchanged may include the following:
· Quantization method
· Quantization dictionary or codebook
The corresponding potential specification impacts may include:
· Signalling/protocol support configuration and exchanging the quantization method (for simple uniform scalar quantization, exchanging quantization method may be sufficient)
· Signalling/protocol support exchanging quantization dictionary/codebook
· Signalling/protocol support for updating quantization method, dictionary/codebook
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact to support the alignment between the quantizer at the UE side and the de-quantizer at the NW side for different training collaboration types, involving at least the following:
· Signalling/protocol support configuration and exchanging the quantization method
· Signalling/protocol support exchanging quantization dictionary/codebook
· Signalling/protocol support for updating quantization method, dictionary/codebook 

 Conclusions
In this contribution, we discussed our view related to AI/ML-based CSI feedback compression other than evaluation methodology and our proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: For CSI compression using two-sided model use case, prioritize reusing/enhancing existing protocol(s) to support data collection for AI/ML model training and inference.
Proposal 2: For CSI compression using two-sided model use case, study potential standards impact related to data collection at least for the following areas:
· Signalling/protocol enhancement needed to support the data collection, e.g., RRC, CSI-RS/SRS. 
· Configuration and the corresponding signalling support for the indication of type and format of the CSI data, e.g., channel matrix or eigenvectors, quantized or non-quantized.
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact to support the alignment between the quantizer at the UE side and the de-quantizer at the NW side for different training collaboration types, involving at least the following:
· Signalling/protocol support configuration and exchanging the quantization method
· Signalling/protocol support exchanging quantization dictionary/codebook
· Signalling/protocol support for updating quantization method, dictionary/codebook 
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