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1. Introduction

At the RAN1 #109e and #110 meetings, the following agreements were separately made for beam management [1] [2]:
	Agreement

For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams

· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

· FFS: details of BM-Case1 and BM-Case2

· FFS: other sub use cases

Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

Agreement 

For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side

Agreement 

For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:

· Alt.1: AI/ML inference at NW side

· Alt.2: AI/ML inference at UE side




	Agreement 

For the sub use case BM-Case1, support the following alternatives for further study:

· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)

· Alt.2: Set B is a subset of Set A

· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.

· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement

For the sub use case BM-Case2, further study the following alternatives:

· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)

· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)

· Alt.3: Set A and Set B are the same

· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)

· Benchmark/reference for the performance comparison

· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals

· Other aspect(s) is not precluded

Agreement 

In order to facilitate the AI/ML model inference, study the following aspects as a starting point:

· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting

· Enhanced or new signaling for measurement configuration/triggering

· Signaling of assistance information (if applicable)

· Other aspect(s) is not precluded




In this contribution, we’d like to discuss the potential specification impact and the consideration of sub use cases for beam management. 
2. Discussion
Conventional beam management is usually performed by the exhaustive beam sweeping which relies on measurement on all possible beam pairs and selecting the best ones. In NR, beam alignment is a crucial operation at mmWave band. However, the current beam management becomes challenging with the increasing number of beams because of the high overhead and computational complexity, especially in initial access procedure or high speed scenarios. 
At the RAN1#109e meeting, RAN1 was agreed to support both cases of BM-Case1 (spatial-domain DL beam prediction) and BM-Case2 (temporal DL beam prediction) and other sub use cases (BM-Case3~9) remain as FFS. However, considering the allocated time and RAN1 capability, sub-use cases other than BM-Case1 and BM-case2 seem to be difficult to deal with in this release. So, we suggest that RAN1 focus on BM-Case1 and BM-Case2 as representative sub use cases in Rel-18, and de-prioritize other sub use cases.
Proposal 1: Study BM-Case1 and BM-Case2 as representative sub use cases.
During the last meeting, RAN1 had several discussions whether the AI/ML model training and inference are performed at the same node or difference nodes but no agreement was reached. The FL’s proposal was as follows [3]: 

	Proposal 2.1.1-2d: For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· FFS: Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side



In NR, the DL beam can be selected by a UE or a gNB according to whether the UE is connected to the cell or not. During the initial access procedure, a UE selects an initial DL beam based on the measurement for all the beams of the cell and transmits a preamble corresponding to the selected SSB to inform the selected beam. After that, the UE in the connected mode measures a set of configured beams from a configured resource set and reports 4 best beams to the gNB for beam tracking. Then, the gNB selects a DL beam based on beam information received from the UE and indicates the selected beam to the UE.

Based on the discussion at RAN1#110, we can consider the AI/ML based beam management procedure for each alternative in the above two steps. First, given Alt.1 during the initial access procedure, the gNB would only transmit a subset of SSBs (Set B) since the main intention of the BM with AI/ML model is to reduce the measurement overhead and latency. As a result, a UE should report the measurement results for a subset of SSBs to the gNB, as UE cannot select the best N beam(s) due to the insufficient measurement results. However, it seems difficult to apply Alt.1 to the initial access procedure due to the resource allocation issue for the measurement reporting.
Observation 1. It seems difficult to apply Alt.1 (i.e., AI/ML model training and inference at NW side) to the initial access procedure due to the resource allocation issue for the measurement reporting.

Next, we can consider Alt. 2 in which the UE performs both AI/ML inference and training during the initial access procedure. The UE measures a subset of SSBs (Set B) and it can infer the RSRP for all SSBs (Set A) based on the measured results. There is no problem for a UE to select best N beam(s) from the inferred results and we can use the prior art of the initial access procedure as it is. Instead, there is an issue of how the UE can train the beams for the cell and how a gNB determines the Set B for the UE. Considering the beam training on the UE side, it may be difficult for the UE to complete the training for all beams in a short time. In contrast, the gNB can collect rich data in a short time since it has more sufficient storage resources and powerful computing capabilities. Thus, we believe that training AI/ML models on the gNB facilitates more efficient and timely model updating. 
Observation 2. Training AI/ML models on the gNB facilitates more efficient and timely model updating.

For the beam management in the connected mode, it can be considered more easily than the initial access procedure. Regardless of whether the AI/ML inference is performed at a UE or a NW, the UE needs to report the results of the measured beams to the gNB similar to the prior art. Just, information reported from the UE may differ depending on where the inference functionality resides. If the AI/ML inference are performed at a NW side, the UE may transmit a larger amount of feedback than in the legacy to aid the inference at the NW. If the AI/ML inference and training are performed at a UE side, the feedback information may be same as in the legacy but there is still the issue of how the UE can train the beams of the cell. In terms of signaling overhead and procedures, we think that AI/ML model inference is efficient to operate on the UE side for both steps.
Observation 3. In terms of signaling overhead and procedures, AI/ML model inference is efficient to operate on the UE side.

According to the above discussion, we think that RAN1 is worth studying Alt.3. The Alt.3 will require a new procedure related to the Model transfer from gNB to UE but this can be further studied with the collaboration level and the Model life cycle management of 9.2.1. Therefore, we suggest RAN1 at least support the following alternatives for AI/ML model training and inference:
· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

Proposal 2. For the sub use case BM-Case1 and BM-Case2, at least support the following alternatives for AI/ML model training and inference:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Also, the agreements on the selection of Set B were also made in the evaluation section 9.2.3.1 as follows [2]: 
	Agreement

· Study the following options on the selection of Set B of beams (pairs) 

· Option 1: Set B is fixed across training and inference

· FFS on the beams of Set B

· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 

· FFS on fixed or variable number of beams (pairs)

· FFS on the details 

· Other options are not precluded. 

· FFS on the number of beams (pairs) in Set B

· Note: This does not preclude the alternative that Set B is different from Set A.



According to the agreements, the UE should perform the beam measurement for Set B. It is important to determine how many and which beams are measured since it affects the accuracy of the beam inference. In order for the UE to obtain the best effect on beam measurement using the AI/ML model, it may be required that the beam pattern information of the gNB is shared in advance or that the gNB transmits the beams in a pattern that is easy for the measurement of the UE. However, since the beam patterns are difficult to standardize as they usually depend on the gNB implementation, we think that it’s desirable for the gNB to perform the AI/ML training and select the Set B suitable for the trained model. If the AI/ML model completing the beam training for the cell is deployed in the gNB, it may be possible to enable the UE to efficiently measure the beams for Set B by transmitting the Set B related assistance information to the UE, e.g., the measurement window information or the number of beams for Set B. 
In addition to the Set B, the gNB may have to provide the beams for Set A for the model performance monitoring or the fallback procedure as needed or always. This could mean that the gNB transmits the beams of Set B with or separately from the beams of Set A. Relevant actions can be defined differently for each alternative in each case. Thus, we suggest that RAN1 study who decides and how to signal Set A and Set B related information for each alternative.
Proposal 3. Study who decides and how to signal Set A and Set B related information for each alternative. 
3. Conclusion

Based on the discussion in the above section, the following proposals are suggested.

Proposal 1: Study BM-Case1 and BM-Case2 as representative sub use cases.
Proposal 2. For the sub use case BM-Case1 and BM-Case2, at least support the following alternatives for AI/ML model training and inference:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Proposal 3. Study who decides and how to signal Set A and Set B related information for each alternative.
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