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Introduction
In this document, we discuss aspects related to potential specification impact for the use case of CSI feedback enhancement based on two-sided AI/ML models, corresponding to the different stages of lifecycle management of AI/ML models such as data collection, training, inference, and model monitoring. 
Data collection
The following was agreed in RAN1#110 [1] regarding potential specification impact related to training data collection:
	Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:
· Assistance signaling for UE’s data collection
· Assistance signaling for gNB’s data collection
· Delivery of the datasets



Data collection mechanism
Consider the following training and inference framework for AI/ML-based CSI feedback enhancement using a two-sided model:
[bookmark: _Ref115352396][image: ]
Figure 1: Training and inference framework for AI/ML-based CSI feedback using a two-sided model
Without any additional specification changes, a UE may already perform downlink measurements on configured resources (e.g., CSI-RS). Subsequently, the UE may record, process, and transmit the measurements in a proprietary manner to a data collection entity. The data collection entity may be owned by a UE vendor, a chip vendor, a network vendor, a network operator, a service provider, or some other entity.
[bookmark: _Toc115432140][bookmark: _Toc115432447][bookmark: _Toc115432717] For CSI compression using two-sided model, data can be collected from UEs by data collection entities using proprietary data collection mechanisms that do not require specification changes.
Since the method discussed above is feasible without any specification impact, it should be considered a starting point for the study. In particular, any specification changes related to the data collection mechanism require clear justification. The need to specify a 3GPP-based data collection or reporting procedure is unclear.
[bookmark: _Toc115432184][bookmark: _Toc115432459][bookmark: _Toc115432729][bookmark: _Toc115432777][bookmark: _Toc115432791]For CSI compression using two-sided model, proprietary data collection mechanisms should be taken as the starting point.
Target CSI associated with training data
In the legacy CSI framework, the method used to derive the target CSI from the downlink measurements is left to UE implementation. This allows the UE implementation to optimize the tradeoff between complexity and performance. For AI/ML-based CSI feedback, such a framework should be preserved – i.e., during inference operation, the procedure used to process the downlink measurements and derive the input to the UE-side model should be left to UE implementation.
[bookmark: _Toc115432185][bookmark: _Toc115432460][bookmark: _Toc115432730][bookmark: _Toc115432778][bookmark: _Toc115432792]For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
The implication of the above discussion is that during the generation of the training dataset also, the target CSI should be derived by the UE side in a manner that is matched with the UE implementation used during inference operation. Otherwise, the target CSI used as ground truth for training will not be aligned with the processing applied to the downlink measurements by the UE during the inference operation.
For example, consider the case where the target CSI is the precoder. The precoder can be derived by performing SVD operation on the channel matrix for each frequency unit (e.g., RB). Due to the phase ambiguity associated with the SVD operation, the phases of the precoders on different RBs may vary in an arbitrary manner that is dependent on the exact implementation of the SVD operation. If the training dataset is generated based on one implementation, and the UE uses a different implementation during inference, then there could me a mismatch in the distribution of the training dataset and the data seen during inference. Similarly, other discrepancies in implementation aspects (e.g., fixed point processing aspects) could result in a similar mismatch. This could affect the performance of the CSI feedback scheme. To avoid such issues, it would be best to generate the target CSI for the training dataset in a manner that is aligned with the inference processing of the UEs.
[bookmark: _Toc115432175][bookmark: _Toc115432186][bookmark: _Toc115432187][bookmark: _Toc115432461][bookmark: _Toc115432731][bookmark: _Toc115432779][bookmark: _Toc115432793]While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Assistance signaling for UE’s data collection
When data is collected in a proprietary manner as described above, it would be useful to identify the scenario in which the data is being collected. In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are dependent on the gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE.  
Being able to categorize the data that is collected based on the scenario or configuration may prove useful during the development of machine learning models. For example, different ML models can be developed in a manner customized to each scenario or groups of scenarios. This may allow a better tradeoff between the accuracy of CSI feedback and the feedback overhead. 
To facilitate such categorization of the collected data, it would be beneficial for the network to provide assistance signaling to identify the scenario or configuration in which the data is being collected. For example, the network may indicate a zone identifier (zone ID), a scenario ID, or a configuration ID. 
[bookmark: _Toc115432188][bookmark: _Toc115432462][bookmark: _Toc115432732][bookmark: _Toc115432780][bookmark: _Toc115432794] Study assistance signaling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.
Model training
In RAN1#110, the following was agreed regarding AI/ML model training:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded.



The following working assumption was decided in RAN1#110 [1] in the ‘General Aspects of AI/ML Framework’ agenda item:
	Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.



In the near term, the use of AI/ML models on a device for inference would require offline target-specific development, optimization, and testing. Due to this consideration, the device vendor must be involved in the development of the model that the device needs to use for inference. As an example, the UE-side vendor should be involved in developing the UE-side model that the UE must run, and the NW-side vendor should be involved in developing the NW-side model that the gNB must run. 
If a model is transferred from one node to another node (for example, from the NW to the UE) and if the model was not optimized for the receiving node, then running inference using this model may require advanced capability of in-device model compilation at run-time. Online training of an on-device model over the air-interface would have similar requirements as the model cannot be optimized and tested ahead of time. 
[bookmark: _Toc115432141][bookmark: _Toc115432448][bookmark: _Toc115432718] For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline target-specific optimization and testing.
In addition, online training over the air-interface may result in significant air-interface resource overhead to exchange model parameters and gradients multiple times during the training process. For an AI/ML model that will be common to a large number of UEs, it would be more efficient to train and optimize the model offline in a common way. Considering these aspects, the benefit of online over-the-air training of AI/ML models for CSI feedback enhancement use case is not clear.
[bookmark: _Toc115432142][bookmark: _Toc115432449][bookmark: _Toc115432719] For the AI/ML-based CSI feedback enhancement use case, the motivation for online training over the air-interface is not clear.
Based on this discussion, we have the following proposal:
[bookmark: _Toc115432189][bookmark: _Toc115432463][bookmark: _Toc115432733][bookmark: _Toc115432781][bookmark: _Toc115432795]For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
For offline training, the training entity requires the training dataset. In some training types, as discussed below, there may be multiple training entities, and they may need to exchange datasets for the purpose of training. However, since the training is offline, the dataset delivery or exchange can also happen offline in a proprietary manner without involving the air-interface between the gNB and the UE. In this scenario, the need for specification changes related to delivery of datasets is not clear.
[bookmark: _Toc115432143][bookmark: _Toc115432450][bookmark: _Toc115432720]The delivery and exchange of datasets for offline training can happen offline in a proprietary manner without involving the air-interface. The need for specification changes related to dataset delivery is unclear and requires justification.

Next, we discuss the different types of training as described in the above agreement from RAN1#110. For this discussion, we assume the training happens offline, and after training, the UE-side vendor and the NW-side vendor perform device-specific compilation of the corresponding trained models before deployment to the respective target devices.

Type 1 training
Here, the UE-side and NW-side model are trained by a single entity, for example, the UE-side vendor, the gNB-side vendor, or third-party. 
[image: Diagram
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Figure 2: Two-sided CSI compression model development via Type 1 training

Some observations on this training mode are the following: 
· Type 1 training has the benefit that the UE-side and NW-side models will work well together as they are trained jointly.
· Since the training happens within a single entity, there is a need for coordination between the UE-side and NW-side to ensure that the trained models will be suitable for inference operation
· As an example, the UE-side and NW-side have to coordinate and provide information such as the model structure, input pre-processing, output post-processing, and training dataset (including the target CSI) to the training entity
[bookmark: _Toc115432127][bookmark: _Toc115432144][bookmark: _Toc115432128][bookmark: _Toc115432145][bookmark: _Toc115432129][bookmark: _Toc115432146][bookmark: _Toc115432130][bookmark: _Toc115432147][bookmark: _Toc115432131][bookmark: _Toc115432148][bookmark: _Toc115432149][bookmark: _Toc115432451][bookmark: _Toc115432721]Type 1 training requires the UE-side and NW-side to coordinate and provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the single training entity to ensure that the trained models are suitable for inference.
Type 2 training
Here, the UE-side and NW-side models are trained concurrently as in the Type 1 training case. However, unlike in Type 1, the training is not done by a single entity but in a distributed manner. For example, the UE-side vendor may train the UE-side model, while the NW-side vendor may train the NW-side model. To facilitate the training process, the two training entities may need to exchange data including activation, target output, and gradient samples.

[image: Text
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Figure 3: Two-sided CSI compression model development via Type 2 or Type 3 training
Some observations on this scenario are as follows:
· One disadvantage of this approach is that the two training entities need to make arrangements to exchange information back and forth during the training session. 
· An advantage of this approach is that each training entity need not reveal its own model structure to the other side.
· The inputs to the UE-side model and pre-processing aspects need not be provided to the training entity of the NW-side model. 
· It is feasible to develop two-sided models that are compatible and work well using this approach even though the training procedure is not managed by a single entity. We present evaluation results in our accompanying contribution [2] that compare the performance of Type 2 training and Type 1 training, which shows that Type 2 training works well and achieves the performance of Type 1 training.
To summarize, as compared to the Type 1 training approach, the Type 2 approach enables a distributed mechanism for training without losing performance.

[bookmark: _Toc115432150][bookmark: _Toc115432452][bookmark: _Toc115432722] It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.

Type 3 training
Type 3 training refers to the scenario where the UE-side and NW-side models are trained by different entities separately. While there is no collaboration during training, some coordination is necessary outside the training process to ensure that the UE-side and NW-side models are compatible and can work correctly. 
Some observations on this separate training approach are listed below:
· This approach is more flexible than the Type 2 approach as it does not require any collaboration during the training process.
· Since each model is trained by a different entity, there is no need to disclose the model structure.
· As in the Type 2 approach, the inputs to the UE-side model need not be provided to the training entity of the NW-side model.
Our results in [2] show that it is possible to apply the Type 3 training framework to train two-sided AI/ML models.
[bookmark: _Toc115432151][bookmark: _Toc115432453][bookmark: _Toc115432723] As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
There are a few flavors of Type 3 training:
Sequential training starting with UE-side
[image: A picture containing graphical user interface
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Figure 4: Offline sequential training starting with UE-side
In this flavor, the UE-side model is first trained by a training entity (for example, the UE-side vendor). This training entity then shares a training dataset consisting of (encoder output, target CSI) to the other training entity (for example, the gNB-side vendor) to train the NW-side model so that the overall two-sided model performs correctly during inference.
Evaluation results in [2] shows that Type 3 offline sequential training starting with UE-side works well and achieves the performance of a Type 1 training.

Sequential training starting with NW-side

[image: ]
Figure 5: Offline sequential training starting with NW-side
Here, the UE-side vendor shares the target CSI dataset with the training entity that trains the NW-side model (for example, the NW-side vendor). Based on this dataset, the NW-side model is trained first. Subsequently, the NW-side vendor provides a training dataset consisting of (encoder output, target CSI) to the other training entity (for example, the UE-side vendor), based on which it can train the UE-side model in a manner that ensures compatibility with the NW-side model. 

Generalization across multiple vendors
For the training scenarios discussed above, the discussion assumed a single UE-side model and a single NW-side model. However, if there are many UE and NW vendors, then a UE may need to interface with different NW-side models, and a gNB may need to interface with different UE-side models. 
One solution is for a UE-side vendor to prepare multiple UE-side models, one corresponding to each gNB-side model. Similarly, a NW-side vendor may prepare multiple gNB-side models, one corresponding to the UE-side model. The training approaches discussed above could be applied in a pair-wise manner to prepare such models for each pair of UE and NW vendors.
However, this implies that a UE and a gNB would need to switch between models for each model on the other side. It may be beneficial to a gNB if a NW-side model could generalize across different UE-side models. Similarly, if a UE-side model could generalize across different NW-side models, then switching could be avoided.
Consider, for example, the problem of training a NW-side model for a single NW-side vendor that generalizes across different UE-side models for different UE-side vendors. We discuss how the different training approaches would accommodate this requirement:
· In the Type 1 training approach, the training entity could train the different UE-side models and the common NW-side model jointly in a single training session provided it has access to the training data and has knowledge of the model structure for each of the models. 
· Similarly, the Type 2 training approach could also train the multiple UE-side models and the common NW-side model through appropriate exchange of activations, gradients, and reference outputs. Note that this would require the training entity of each UE-side model and the NW-side model to coordinate in order to simultaneously participate in the training process. Figure 6 shows an example of the setup for the case of a single NW-side model and 3 UE-side models being trained in a Type 2 training approach:
[image: Graphical user interface, application, Teams
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[bookmark: _Ref115432544]Figure 6: Type 2 offline training of a single NW-side model and multiple UE-side models
· In the Type 3 training approach, the NW-first sequential training approach easily extends to multiple UE-side models as the same process used for training one UE-side model discussed above can be repeated with each UE-side model. Similarly, the UE-first sequential training approach can be extended to multiple UE-side models, wherein each UE-side model is trained first, and a common NW-side model can be trained on a mixture of datasets from all the UE-side vendors. This is confirmed in our evaluation results in [2].
[bookmark: _Toc115432152][bookmark: _Toc115432454][bookmark: _Toc115432724] It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.

Specification impact for two-sided model inference
To study the potential specification impact for two-sided model inference, it would be useful to first consider what aspects are specified in the legacy CSI feedback framework.
General principle for the specification impact of CSI feedback
The conventional CSI feedback via PMI codebooks, e.g., Type I, Type II and eType II, is specified in two aspects. 
· The first aspect is the final precoding matrix and its format, e.g., W=W1*W2 in Type I/II and W=W1*W2*Wf in eType II. The reason is that it tells the UE what to report, and also gNB would know how to use the reported CSI. Another reason is that the UE will use it to calculate the CQI. Without clear definition of the final precoding matrix, the CSI report would become meaningless. 
· The second specification aspect is the UCI components and payloads. The reason is that the UE and gNB should align on how each PMI components, e.g., W1, W2, Wf, is quantized and reported over the air-interface. With such information, the gNB is able to construct the precoding matrix based on each UCI components using the PMI codebook.
Besides, it is worth noting that the specification does not specify the following: 1) PMI searching algorithm, and 2) the input of the PMI calculation algorithm (the input could be CSI-RS reception, channel estimate or unquantized precoder or anything else upto UE implementation). It means that, upon receiving the channel/interference measurment resource, UE has the full flexibility and freedom to optimize the algorithm that searches for the best PMI in the form of specified final format.
In CSI feedback using the two-sided AI model, the PMI algorithm is replaced by the CSI encoder while the PMI codebook is replaced by the CSI decoder using which the gNB is able construct the precoding matrix. The general principle for CSI feedback specification should remain the same. In particular, the specification should only specify the final CSI format (e.g., precoding matrix) and how it or its components are reported over the air-interface. The UE would design and develop the model to provide the best CSI in its final format (e.g., a precoding matrix), but the input and the model are kept proprietary. 
Pre-processing and post-processing
With such consideration, any preprocessing UE performs from receiving the CSI-RS to the CSI encoder is upto UE implementation. 
Regarding “post-processing”, the terminology could be interpreted in different ways: 
· One interpretation is that it refers to the processing of the NW-side model output to produce the final CSI format. In this sense, such “post-processing” should be absorbed into part of the final CSI format (e.g., precoding matrix). 
· In one example, the final CSI is precoding matrix W=W1*W2 where W1 is the legacy DFT vector while W2 is obtained via the AI model pair. In this case, one may consider W1 as a “post-processing” of the NW-side model output W2 to get the final CSI W. In our view, following the principle for CSI feedback specification, this operation should be specified as part of the final CSI format rather than a “post-processing”
· Another interpretation is that it refers to the processing of the final CSI. In one example, the gNB may use the final precoding matrix W to calculate MU precoder; in another example, the gNB may interpolate the final precoding matrix W to obtain finer granularity in frequency domain. These operations are gNB implementation.   
Moreover, it is worth noting that the discussion above is the general principle and criteria for CSI feedback. It is independent of how the UE-side and NW-side model are trained. UE-side vendors (and/or chipset vendors) and NW-side vendors should train their AI models based on the agreed UCI payload and final CSI format.
[bookmark: _Toc115432153][bookmark: _Toc115432455][bookmark: _Toc115432725] Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
[bookmark: _Toc115432154][bookmark: _Toc115432456][bookmark: _Toc115432726] In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear. 
[bookmark: _Toc115432155][bookmark: _Toc115432457][bookmark: _Toc115432727]Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
[bookmark: _Toc115432190][bookmark: _Toc115432464][bookmark: _Toc115432734][bookmark: _Toc115432782][bookmark: _Toc115432796] The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
[bookmark: _Toc115432191][bookmark: _Toc115432465][bookmark: _Toc115432735][bookmark: _Toc115432783][bookmark: _Toc115432797] Preprocessing at UE-side is upto UE-implementation and should not be specified. 
[bookmark: _Toc115432192][bookmark: _Toc115432466][bookmark: _Toc115432736][bookmark: _Toc115432784][bookmark: _Toc115432798] For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified. 
[bookmark: _Toc115432193][bookmark: _Toc115432467][bookmark: _Toc115432737][bookmark: _Toc115432785][bookmark: _Toc115432799]The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.
Model monitoring
As discussed in [3], performance monitoring is critical to life cycle management (LCM). Since the inference partially occurs at UE side and partially occurs at gNB side, the model monitoring can be performed at either side with or without assistance information from the other side. In this section, we elaborate different approaches to model monitoring, and discuss their pros and cons.
The first approach is UE side monitoring, including monitoring at UE device and at a proprietary server. The UE will firstly perform ground-truth measurement based on CSI-RS, and secondly use the ground-truth to generate KPIs for model monitoring. The KPI can be direct metric of inference accuracy or indirect metric. 
· For direct metric, since the final inference results is obtained at gNB side, gNB has to send the inference results to UE side. This option would cause large over-the-air signaling overhead unless the gNB side server shares it to the UE side server in a proprietary manner. Alternatively, UE may have to run the gNB side model to assess the final inference results. This would cause additional UE complexity and reduce the efficiency of ML-based CSI feedback.
· For indirect metric, the performance can be based on PDSCH decoding performance or BLER. Also, it could be based on the assessment of statistics of the input samples or its latent space. The benefit of indirect metric is almost no signaling overhead required over-the-air. The monitoring accuracy may need further study.
· The concept can be explained by the example shown in the next figure. Training samples are partitioned into two groups based on their statistics (e.g., angle, delay spread, doppler) or the meta-information provided in data-collection phase. One can see that the distribution of the distance of a sample from samples belonging to an unmatched group is biased from the distribution of the distance to samples belonging to its matched group. Therefore, it seems quite feasible for UE to perform model monitoring based on analyzing the CSI-RS channel estimate.
[image: Chart, histogram
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Figure 7: Distribution of sample distances from two groups in the training data
The UE-side monitoring can be self-monitoring or network-initiated. For self-monitoring, the monitoring behavior happens in UE or UE side server in proprietary manner. For network-initiated monitoring, UE performs the monitoring per network configuration in terms of, for instance, monitoring periodicity, event-based condition and/or KPI used in monitoring. UE may send the monitoring report back the gNB to facilitate the decision of model switching, activation/deactivation or re-training.
The second approach is performance monitoring at the gNB side. In this approach, the performance monitoring can be based on system throughput and Ack/Nack or BLER.
[bookmark: _Toc115432156][bookmark: _Toc115432458][bookmark: _Toc115432728]UE-side monitoring using direct metric requires large signaling overhead in conveying the inference results or additional complexity running gNB side model.
[bookmark: _Toc115432194][bookmark: _Toc115432468][bookmark: _Toc115432738][bookmark: _Toc115432786][bookmark: _Toc115432800] Study methods to enable UE-side monitoring of two-sided models for CSI feedback enhancement without much increase in the signaling overhead or UE-side complexity.
[bookmark: _Toc110878127][bookmark: _Toc110878201][bookmark: _Toc110878230][bookmark: _Toc110878281][bookmark: _Toc110878319][bookmark: _Toc110878423][bookmark: _Toc110878463][bookmark: _Toc110878587][bookmark: _Toc110879601][bookmark: _Toc110879606][bookmark: _Toc110879630][bookmark: _Toc110932103][bookmark: _Toc110935652][bookmark: _Toc110947482][bookmark: _Toc110948115][bookmark: _Toc110948180][bookmark: _Toc110948347][bookmark: _Toc110948379][bookmark: _Toc110948916][bookmark: _Toc110949018][bookmark: _Toc110949453][bookmark: _Toc110949575][bookmark: _Toc110949607][bookmark: _Toc110950039][bookmark: _Toc110950251][bookmark: _Toc110950844][bookmark: _Toc110952540][bookmark: _Toc111044024][bookmark: _Toc111099570][bookmark: _Toc111099677][bookmark: _Toc111099725][bookmark: _Toc111186185][bookmark: _Toc110878588][bookmark: _Toc110879602][bookmark: _Toc110879607][bookmark: _Toc110879631][bookmark: _Toc110932104][bookmark: _Toc110935653][bookmark: _Toc110947483][bookmark: _Toc110948116][bookmark: _Toc110948181][bookmark: _Toc110948348][bookmark: _Toc110948380][bookmark: _Toc110948917][bookmark: _Toc110949019][bookmark: _Toc110949454][bookmark: _Toc110949576][bookmark: _Toc110949608][bookmark: _Toc110950040][bookmark: _Toc110950252][bookmark: _Toc110950845][bookmark: _Toc110952541][bookmark: _Toc111044025][bookmark: _Toc111099571][bookmark: _Toc111099678][bookmark: _Toc111099726][bookmark: _Toc111186186][bookmark: _Toc110878589][bookmark: _Toc110879603][bookmark: _Toc110879608][bookmark: _Toc110879632][bookmark: _Toc110932105][bookmark: _Toc110935654][bookmark: _Toc110947484][bookmark: _Toc110948117][bookmark: _Toc110948182][bookmark: _Toc110948349][bookmark: _Toc110948381][bookmark: _Toc110948918][bookmark: _Toc110949020][bookmark: _Toc110949455][bookmark: _Toc110949577][bookmark: _Toc110949609][bookmark: _Toc110950041][bookmark: _Toc110950253][bookmark: _Toc110950846][bookmark: _Toc110952542][bookmark: _Toc111044026][bookmark: _Toc111099572][bookmark: _Toc111099679][bookmark: _Toc111099727][bookmark: _Toc111186187][bookmark: _Toc110878129][bookmark: _Toc110869327][bookmark: _Toc110869344][bookmark: _Toc111099566][bookmark: _Toc111186208][bookmark: _Toc111099567][bookmark: _Toc111186209][bookmark: _Toc111186195][bookmark: _Toc111099582][bookmark: _Toc111099689][bookmark: _Toc111099737][bookmark: _Toc111186196]
Conclusions

In this document, we have discussed aspects related to types of collaboration, offline training scenarios, sub-use cases and potential specification impact for the CSI feedback enhancement use case. We have made the following observations:
Observation 1:	For CSI compression using two-sided model, data can be collected from UEs by data collection entities using proprietary data collection mechanisms that do not require specification changes.
Observation 2:	For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline target-specific optimization and testing.
Observation 3:	For the AI/ML-based CSI feedback enhancement use case, the motivation for online training over the air-interface is not clear.
Observation 4:	The delivery and exchange of datasets for offline training can happen offline in a proprietary manner without involving the air-interface. The need for specification changes related to dataset delivery is unclear and requires justification.
Observation 5:	Type 1 training requires the UE-side and NW-side to coordinate and provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the single training entity to ensure that the trained models are suitable for inference.
Observation 6:	It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
Observation 7:	As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
Observation 8:	It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
Observation 9:	Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
Observation 10:	In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear.
Observation 11:	Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
Observation 12:	UE-side monitoring using direct metric requires large signaling overhead in conveying the inference results or additional complexity running gNB side model.


We have the following proposals:
Proposal 1:	For CSI compression using two-sided model, proprietary data collection mechanisms should be taken as the starting point.
Proposal 2:	For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
Proposal 3:	While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Proposal 4:	Study assistance signaling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.
Proposal 5:	For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
Proposal 6:	The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
Proposal 7:	Preprocessing at UE-side is upto UE-implementation and should not be specified.
Proposal 8:	For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified.
Proposal 9:	The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.
Proposal 10:	Study methods to enable UE-side monitoring of two-sided models for CSI feedback enhancement without much increase in the signaling overhead or UE-side complexity.
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