[bookmark: OLE_LINK3]3GPP TSG RAN WG1 #110bis-e			R1-2209895
e-Meeting, October 10th – 19th, 2022

Source:	NTT DOCOMO, INC.
[bookmark: OLE_LINK8][bookmark: OLE_LINK9][bookmark: OLE_LINK21][bookmark: OLE_LINK22]Title:	Discussion on general aspects of AI/ML framework 
[bookmark: Source]Agenda Item:	9.2.1
[bookmark: DocumentFor]Document for: 	Discussion and Decision
1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in general aspects of AI/ML framework as following.
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

In this contribution, we discuss the general aspects of AI/ML framework.
2. Discussion on general aspects of AI/ML framework
2.1. Procedure of SI in RAN1
SID describes that representative sub use cases are to be finalized based on characterization and baseline performance evaluations by RAN#98 [1]. There are two remaining RAN1 meetings before the deadline of the finalization. On the other hand, RAN1 is still discussing whether to study the performance evaluations for some sub use cases, such as CSI prediction, in Rel-18 AI/ML. To expedite the RAN1 discussion, a clear procedure should be defined to identify prioritized sub use cases to be evaluated. Hence, we propose the following procedure to finalize representative sub use cases.
Step1. Determine candidates of representative sub use cases in AI 9.2.X.2 based on initial evaluation results and potential specification impacts discussed in the contributions
The expected gain and potential specification impacts can be checked based on initial evaluation results and analyses in the contributions. Based on that, RAN1 can discuss and determine candidates of representative sub use cases. The Step1 discussion can be carried in AI 9.2.X.2. 
Step2. Agree on evaluation methodology specific to each candidate of representative sub use case in AI 9.2.X.1 by RAN1#110b-e
In AI 9.2.X.1, evaluation methodology specific to candidates of representative sub use cases agreed in Step.1 can be discussed and defined. Since it requires a certain time to cross-check the characterization and baseline performance evaluation results based on the agreed evaluation methodology among companies, Step 1&2 should be completed before the last RAN1 meeting until the deadline i.e., by RAN1#110b-e.  
Step3. Analyze representative sub use cases to be able to finalize characterization and baseline performance evaluations by RAN#98
After analyzing characterization and baseline performance evaluations based on the agreed evaluation methodology, representative sub use cases should be finalized. 
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Figure 1.  Proposed timeline to finalize representative sub use cases.

Proposal 1: Define procedure to finalize the representative sub use cases for efficient discussion as following.
Step1. Determine candidates of representative sub use cases in AI 9.2.X.2 based on initial evaluation results and potential specification impacts discussed in the contributions
Step2. Agree on evaluation methodology specific to each candidate of representative sub use case in AI 9.2.X.1 by RAN1#110b-e
Step3. Analyze representative sub use cases to be able to finalize characterization and baseline performance evaluations by RAN#98

2.2. AI/ML terminologies
RAN1 had trouble in having the common understanding due to the undefined or unclear AI/ML terminologies at the RAN1#109-e meeting and the RAN1#110 meeting [2][3]. To facilitate the discussion, RAN1 should clearly re-define the existing terminologies or define new AI/ML terminology for the clarification. 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Model transfer is one terminology that companies interpret differently. Fig.2 illustrates model training with model transfer. In these scenarios, the signalling of trained AI/ML model information over the air interface is required. If it is specified in 3GPP, AI models can be transferred easily without prior multi-vendor agreements. However, specifying model transfer in 3GPP could be a big potential specification impact. Also, companies have concerns about the proprietary issue if the model transfer is specified in 3GPP. 
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Figure 2. Training procedure with model transfer, (a) model training on NW with model transfer to UE, (b) model training on UE with model transfer to NW.
For this reason, it is controversial whether model transfer includes model delivery over the air without 3GPP specified signaling. Since the model transfer was agreed to be the criteria of NW-UE collaboration level boundary y-z as above agreement [2], it is necessary to clarify this term so that collaboration level can be identified as SID captured. In our view, the model transfer should not include the model delivery over the air without 3GPP specified signaling. In that case, the boundary y-z can be clearly classified based on the expected specification impacts. On the other hand, it is also dangerous to re-define the terminology captured in the previous agreement, because the agreement could have different meaning. Therefore, we suggest taking either one from the following alternatives to clarify the model transfer.
Alt.1: Add “The model transfer is supposed to be specified in 3GPP if supported.” in the definition of model transfer
Alt.2: Define 3GPP-based model transfer and non-3GPP-based model transfer in addition to model transfer
 Proposal 2: Take either one from the following alternatives to clarify the model transfer.
Alt.1: Add “The model transfer is supposed to be specified in 3GPP if supported.” in the definition of model transfer
Alt.2: Define 3GPP-based model transfer and non-3GPP-based model transfer in addition to model transfer
Besides, some life cycle management (LCM) related terminologies have not been defined or clarified in the current working list, even though these terms are often used in the discussion. To avoid the unnecessary misunderstanding among companies, the following terminologies should be captured with the clear definition. 
· Model registration: assign the model with an identifier and make the model executable via compilation, where the different identifiers are assigned to models consisting of different parameters or/and different structures
· Model activation: enable AI/ML model for a specific function among registered models
· Model deactivation: disable an active AI/ML model for a specific function
· Model selection: select one among registered models with the same function for activation
The above definition is made assuming the LCM framework in the next section (sec.2-3).
Proposal 3: Capture the following terminologies in the working list
· Model registration: assign the model with an identifier and make the model executable via compilation, where the different identifiers are assigned to models consisting of different parameters or/and different structures
· Model activation: enable an AI/ML model for a specific function among registered models
· Model deactivation: disable an activated AI/ML model for a specific function
· Model selection: select one among registered models with the same function for activation

2.3. Life cycle management
There is a discussion about how to treat AI model/algorithm and data used for it. Nowadays, the collected data is regarded as an asset of companies due to its utility of AI operations for many purposes. Also, a lot of resources and money are devoted for developing the AI model/algorithm to provide better services. As a result, some companies prefer to treat collected data and AI model/algorithm as the proprietary asset of companies. Along this idea, the structure and mechanism of some AI models/algorithms should not be visible to other companies, e.g., even NW vendors or operators. However, this idea would make it difficult to operate NW with certain reliability. For example, even if AI could provide statistically higher performance than conventional schemes, AI-based operation might not work well in some scenarios with outlier data. If these unexpected results cannot be coped with, it is difficult to deploy AI for 5G NR in the practical system. Hence, when AI is deployed, it is better to have some fallback schemes to guarantee the performance. Also, NW should be able to properly decide when to activate/deactivate AI models and which AI model or fallback scheme to activate. To achieve these smart operations, (near) real time monitoring for AI model performances is necessary. Therefore, some mechanisms to provide (near) real time AI model performance information to NW should be supported. 
Proposal 4: Support the fallback scheme corresponding to the function of AI model so that the performance is guaranteed even in the scenarios where AI model provides less performance. 
Proposal 5: (near) real time model performance should be available at NW so that NW properly decides when to activate/deactivate AI models and which AI model or fallback scheme to activate.
For NW-side model, the inputs for AI model and inference results are available at NW. Even though it might require some assistance data depending on sub use cases, NW can play a role in monitoring the model performance with some small enhancements. On the other hand, model performance monitoring at NW may or may not be suitable in case of UE-side model and two-sided models. In our views, model performance monitoring of UE-side model can be categorized into two types: NW-based model monitoring and UE-based model monitoring as shown in Fig. 3.
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Figure 3. Two types of model monitoring with UE-side models.
In NW-based model monitoring, UE reports results of (post processed) model inference and additional information for model monitoring, such as the target values of model inference, so that NW can monitor how accurate AI model is at the (near) real time by comparing them. In UE-based model monitoring, in contrast, UE monitors the (near) real time performance and report the monitored performance to NW. In general, UE-based model monitoring requires smaller overhead signalling for model monitoring, while NW-based model monitoring provides more information to NW. Likewise, RAN1 should discuss the pros and cons of model monitoring per sub use case and consider how to achieve the availability of (near) real time model performance at NW even in case of UE-side model.
Observation 1: Model monitoring of UE-side model can be categorized into NW-based model monitoring and UE-based model monitoring.  
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

At the RAN1#110 meeting, it was agreed to study stages of LCM including the necessity discussion, as the above agreement [3]. In our view, it is beneficial to define the LCM framework for studying each stage in detail, since it provides the common big picture of LCM among companies. Also, LCM framework is useful to discern the necessity of some LCM stages.  
Working Assumption
Terminology
Description
Online training
An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)
Offline training
An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.
Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Online training is defined as the training process based on (near) real-time data at the RAN1#110 meeting [3]. When the online training is considered, the model can be updated in LCM time scale. Thus, LCM framework could be different according to whether online training is supported or not. 
Proposal 6: Consider the LCM framework with online training and offline training, separately. 
Fig.4 illustrates the proposed LCM frameworks without online training and with online training, respectively. When the model is visible to UE and NW each other, we think assigning the identifier to the executable models is necessary for model managements. Hence, the corresponding LCM stage, model registration, is placed once the model gets trained and compiled in the proposed framework. After the executable model identifiers are assigned, model selection, activation, deactivation, switching, monitoring can be managed with the assigned identifier. 
Proposal 7: Study the model registration in LCM, where identifiers are assigned to executable models for model managements. 
In the proposed LCM, the data collection is not included as the AI/ML stage, because data collection can be performed in parallel at any stage of the LCM framework. 
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Figure 4. Proposed LCM framework (a) LCM framework without online training and (b) LCM framework with online training. 
As shown in Fig.4, LCM framework without online training is simpler.  Also, online training requires more implementation difficult than offline training. Therefore, LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML. 
Observation 2: LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML, due to the feasibility and simplicity. 

2.4. NW-UE collaboration level
At the RAN1#109-e meeting, signalling, e.g., model transfer, was agreed as one factor of collaboration levels, while other factors, such as one-sided model or two-sided model, are still not precluded for determining collaboration levels as shown in the above agreement [2]. In our view, it is difficult to order NW-UE collaboration levels if two factors are included in them. For example, it is difficult to compare the collaboration levels between two-sided model without model transfer and one-sided model with model transfer, i.e., which one is higher collaboration level. Hence, we prefer to classify NW-UE collaboration levels based on only one factor.
Proposal 8: Define NW-UE collaboration level based only on model transfer. 
The definition of model transfer is described as following in the current working list. 
· Model transfer: Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
As can be seen, information conveyed by model transfer can be categorized into two types; parameters of a model whose structure is known at the receivers and new model information with parameters. Since there is a gap in implementation difficulty between them, these two types should fall into different NW-UE collaboration levels. Taking it into consideration, NW-UE collaboration levels should be defined as follows.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer 
Level z-1: Signaling-based collaboration with model transfer to update only parameters
Level z-2: Signaling-based collaboration with model transfer to update parameters and model structure
Proposal 9: NW-UE collaboration levels should be defined as follows.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z-1: Signaling-based collaboration with model transfer to update only parameters
Level z-2: Signaling-based collaboration with model transfer to update parameters and model structure
At the RAN1#110, companies were encouraged to bring their views on the boundary x-y and y-z to clarify each level. The moderator suggested to categorize level x and level y based on a) whether the applied signaling is introduced in Rel-18 AI/ML or outside Rel-18 AI/ML or b) whether the applied signaling is supported by Rel-17 specification or not. However, those boundary criteria seem to ignore how much UE and NW actually collaborates by signaling. In our view, it is more reasonable to set boundary x-y as whether signaling unique to model managements are required or not. In this case, the collaboration level is determined by how much UE and NW are involved in the model management collaboration. As discussed in the previous section (sec. 2.3), model registration is necessary for UE and NW to be aware of models for the model managements collaboration. Therefore, the level x or level y should depend on whether model is registered or not.  
Proposal 10: Boundary x-y in NW-UE collaboration levels should depend on whether model is registered or not, in other words level x-y boundary is whether UE and NW are aware of the model or not.
As discussed in the definition of model transfer, we prefer categorizing level y and level z based on model transfer specified by 3GPP signaling, because of the expected specification impacts. With this classification, level y-z boundary can be interpreted as whether UE and NW are aware of ML model structure and/or parameters of the other side or not. 
Proposal 11: Boundary y-z in NW-UE collaboration levels should depend on whether model transfer with 3GPP specified signalling is required or not, in other words, level y-z boundary is whether UE and NW are aware of the model structure and/or parameters of the other side or not.

2.5. General views on KPI
Some KPIs in evaluation methodology are common among all sub use cases. One of general KPIs is KPI representing power consumption. It is useful to evaluate power consumption from commercial aspects, and various approaches were proposed to evaluate the power consumption. However, it is difficult to reach consensus on the unified power consumption model, since the assumed implementation are different according to companies. Hence, we prefer not to spend a time to make the unified power consumption model, while companies should be able to voluntarily provide their models estimating power consumption based on FLOPs with their expected implementations.
Proposal 12: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  
Generalization of AI models is one of important KPIs for the practical deployments to check how often model update or switching is necessary, because it could evaluate how robust one AI model can be to several environments/configurations/deployments. The generalization evaluation covers different level of changes. For example, even if one model is used for the specific environment, performance could be different according to different UE behaviour. These generalization performances are very fundamental, because this scenario is inevitable as long as UE moves. On the other hand, some generalization evaluations check if one model works for totally different environments, such as between UMi and InF. These generalization performances can be ignored if multiple models corresponding to each environment can be compiled. Likewise, there are several types of generalization performance, and the importance of each generalization performance is different. In our view, at least the generalization performance can be categorized into the following types:
· Type1: Intra-site performance with different UE behavior (e.g., different UE locations, speed, and trajectories)
· Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
· Type2A: Type2 + different configuration/deployment (e.g., various beam configuration, various BWs)
· Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
· Type3A: Type3 + different configuration/deployment (e.g., various beam configuration, various BWs)
Intra-site performance (Type1) evaluates the generalization performance within the same cell, while the robustness of one model toward different cells can be observed from the inter-site performance (Type2/3). On top of that, Type2A and Type3A measure the generalization performance under different configuration/deployments, which can be aligned even between different cells by the configuration/deployments. 
Proposal 13: Consider the following types for generalization evaluation 
Type1: Intra-site performance with different UE behavior (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration/deployment (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration/deployment (e.g., various beam configuration, various BWs) 
Also, the several companies raised the importance to evaluate the latency as KPI at the RAN1#110 meeting. However, if generalization performance is sufficiently high, latency of some aspects, such as latency for data collection and model update, can be negligible, because the model can work with environment changes. Hence, we prefer to decide whether to evaluate latency after studying generalization performance.
Proposal 14: Decide whether to study some latency (e.g., latency for data collection/model update) after studying generalization performance. 

3. Conclusion
In this contribution, we discussed the general aspects of AI/ML framework. Based on the discussion we made the following observation and proposals.
Observation 1: Model monitoring of UE-side model can be categorized into NW-based model monitoring and UE-based model monitoring.  
Observation 2: LCM without online training is more suitable as the first step of LCM discussion in Rel-18 AI/ML, due to the feasibility and simplicity. 
Proposal 1: Define procedure to finalize the representative sub use cases for efficient discussion as following.
Step1. Determine candidates of representative sub use cases in AI 9.2.X.2 based on initial evaluation results and potential specification impacts discussed in the contributions
Step2. Agree on evaluation methodology specific to each candidate of representative sub use case in AI 9.2.X.1 by RAN1#110b-e
Step3. Analyze representative sub use cases to be able to finalize characterization and baseline performance evaluations by RAN#98
Proposal 2: Take either one from the following alternatives to clarify the model transfer.
Alt.1: Add “The model transfer is supposed to be specified in 3GPP if supported.” in the definition of model transfer
Alt.2: Define 3GPP-based model transfer and non-3GPP-based model transfer in addition to model transfer
Proposal 3: Capture the following terminologies in the working list
· Model registration: assign the model with an identifier and make the model executable via compilation, where the different identifiers are assigned to models consisting of different parameters or/and different structures
· Model activation: enable AI/ML model for a specific function among registered models
· Model deactivation: disable an activated AI/ML model for a specific function
· Model selection: select one among registered models with the same function for activation
Proposal 4: Support the fallback scheme corresponding to the function of AI model so that the performance is guaranteed even in the scenarios where AI model provides less performance. 
Proposal 5: (near) real time model performance should be available at NW so that NW properly decides when to activate/deactivate AI models and which AI model or fallback scheme to activate.
Proposal 6: Consider the LCM framework with online training and offline training, separately. 
Proposal 7: Study the model registration in LCM, where identifiers are assigned to executable models for model managements. 
Proposal 8: Define NW-UE collaboration level based only on model transfer.
Proposal 9: NW-UE collaboration levels should be defined as follows.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z-1: Signaling-based collaboration with model transfer to update only parameters
Level z-2: Signaling-based collaboration with model transfer to update parameters and model structure
Proposal 10: Boundary x-y in NW-UE collaboration levels should depend on whether model is registered or not, in other words level x-y boundary is whether UE and NW are aware of the model or not.
Proposal 11: Boundary y-z in NW-UE collaboration levels should depend on whether model transfer with 3GPP specified signalling is required or not, in other words, level y-z boundary is whether UE and NW are aware of the model structure and/or parameters of the other side or not.
Proposal 12: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  
Proposal 13: Consider the following types for generalization evaluation 
Type1: Intra-site performance with different UE behavior (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration/deployment (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration/deployment (e.g., various beam configuration, various BWs) 
Proposal 14: Decide whether to study some latency (e.g., latency for data collection/model update) after studying generalization performance. 
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