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1. Introduction
In the RAN plenary #94e meeting, a new study item entitled “ Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” with the following scope was endorsed [1].
	AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating

· Dataset(s) for training, validation, testing, and inference 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate 


In this contribution, we present our views on the issues that are still open for discussion regarding lifecycle management in the study item phase of Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface.
2. Discussion

2.1. Lifecycle management
In the RAN WG1 #110 meeting, the following agreements were made:
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined
· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses.



Based on above agreement, we put in our opinion on model monitoring and model transfer.
Model monitoring
Regarding model monitoring, we need to consider what specific metric to use for performance evaluation to use for actions such as model switching. For example, the accuracy of the inference results of the AI/ML model could be used as a metric by comparing the inference results with the ground truth. Another possibility is to use system performance, such as throughput, as a metric in cases where ground truth cannot be obtained or where the signaling overhead to obtain it is significant.

Proposal 1: Study the performance monitoring metrics. 
For model monitoring, it is desirable to be able to detect performance degradation promptly, but over-the-air overhead and complexity of the monitoring should also be taken into consideration. For example, in beam management, if label information is collected in real time for model monitoring, the overhead can be very large.
Proposal 2: The following aspects of model monitoring should be evaluated and discussed:

· Over-the-air overhead

· Model monitoring complexity
It is also possible that monitoring on the UE side may be performed from the NW side, and feedback from the UE in such cases and indications that communicate monitoring results and instruct actions such as model selection, activation, deactivation, switching, and fallback operations need to be considered, including the need for such indications.
Proposal 3: Study the following aspects when model monitoring of UEs on the NW side:
· Feedback from UE
· Indications based on model monitoring results
Model transfer
Regarding model transfer, determining the signaling and model transfer format in 3GPP has a significant impact on the specification. It is necessary to consider whether to transfer the full model including the model structure, whether to transfer a partial model such as updating only the model parameters, and how to handle the quantization bits and model transfer format.
Proposal 4: Study the specification impact of following aspects, including aspects on whether to specify model transfer in 3GPP
· Full/Partial model transfer

· Model transfer format
3. Conclusion
In this contribution, we discussed the lifecycle management. Based on the above agreement, we made the following a proposal.
Proposal 1: Study the performance monitoring metrics. 

Proposal 2: The following aspects of model monitoring should be evaluated and discussed:

· Over-the-air overhead

· Model monitoring complexity
Proposal 3: Study the following aspects when model monitoring of UEs on the NW side:

· Feedback from UE

· Instructions from model monitoring results
Proposal 4: Study the following specification impact of model transfer, including aspects on whether to specify model transfer in 3GPP

· Full/Partial model transfer

· Model transfer format
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