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1	Introduction
The approval of the Rel-18 work package marks the start of 5G Advanced evolution. The package includes a study item on AI/ML for NR air interface, and the work item description can be found in [1].
The initial use cases focused in this study include:
 (
CSI feedback enhancement, e.g., overhead reduction, improved accuracy
, prediction [RAN1]
Beam management, e.g., 
beam prediction in time,
 and/or 
spatial domain
 for overhead and
 
latency reduction
, beam selection accuracy improvement [RAN1]
Positioning accuracy enhancements
 for different scenarios including, e.g.,
 
those with
 heavy
 
NLOS 
conditions [RAN1] 
)
For the use cases under consideration, the study aims to finalize representative sub use cases and assess potential specification impact
 (
PHY layer aspects, e.g., (RAN1)
Consider aspects related to, e.g., the
 potential
 specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
Use case and collaboration level specific specification impact
, 
such as new signal
l
ing, 
means for training and validation data assistance, 
assistance information, measurement, and feedback
Protocol 
aspects,
 
e.g., (RAN2) - 
RAN2 
only starts the work after there is sufficient progress on the use case study in RAN1
 
 
Consider aspects related to, e.g., 
capability indication, configuration
 and control
 procedures (training/inference)
, 
 and management of data and AI/ML model
, per RAN1 input
 
Collaboration level specific specification impact per use case 
Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
R
equirement
s
 and testing framework
s
 to validate AI/ML based performance enhancements and ensuring that UE 
and gNB 
with AI/ML meet
 or exceed
 the existing minimum requirements
 if applicable
Consider the need and implications for AI/ML processing capabilities definition
)
At RAN1#109-e and RAN1#110, initial agreements were made to provide directions for further investigation (see Appendix A.1 and A.2). In this contribution, we discuss relevant aspects of AI/ML for CSI feedback enhancement.
2	Representative sub-use cases
AI/ML techniques, such as autoencoders, can be used in CSI compression and feedback. The basic principle of an autoencoder is to take an input, perform non-linear compression by an encoder to a lower-dimensional latent representation, and decompress the latent representation by a decoder to a defined target. 
In the context of CSI compression and feedback, the UE’s estimated CSI is taken as the input to the encoder. The output of the UE’s encoder (i.e., the latent representation of the channel in a quantized form) is transmitted over the air interface to the gNB. The gNB uses a matching decoder to reconstruct the CSI. Hence, the autoencoder model is divided between the UE and gNB, creating an inter-node dependency for model training and model management.
Figure 1 provides an illustration of autoencoder based CSI feedback.
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Figure 1: Illustration of CSI autoencoder.
Observation 1: Autoencoder based CSI feedback is a promising AI/ML technique for CSI feedback enhancement.
Using autoencoders for CSI compression is in line with the agreement that for the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
At RAN1#109-e, it was agreed that spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. It was further noted that all pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. The spatial-frequency domain CSI compression using two-sided AI model can compress either the raw channel matrix estimated by UE or the eigenvector(s) of the raw channel matrix estimated by UE, etc. Raw channel matrix-based CSI feedback provides gNB with the most flexibility in determining downlink transmission, though it deviates from the existing codebook-based CSI feedback. In contrast, the channel eigenvector-based CSI feedback is more in line with the conventional codebook-based CSI feedback methods, but it does not provide as much flexibility as the raw channel matrix-based CSI feedback. Both types of CSI feedback schemes are of interest and deserve study. 
Proposal 1: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input are in scope of the spatial-frequency domain CSI compression using two-sided AI model.
In our companion contribution [2], we present the performance results of the trained autoencoders in terms of the cosine similarity between true and reconstructed eigenvectors of raw channel matrix. The evaluation results highlight the feasibility of spatial-frequency domain CSI compression using two-sided AI model.
Observation 2: Evaluation results demonstrate the feasibility of spatial-frequency domain CSI compression using two-sided AI model.
AI/ML techniques can also be used in CSI prediction. The problem of the current CSI reporting framework is that there is a delay between the time to which the reported CSI relates and the time when the BS receives the CSI report. In 5G non-terrestrial networks for satellite communications, the delay can range from a few milliseconds to hundreds of milliseconds. Such large delay can well cause the CSI to become outdated. In terrestrial networks where the delay is not large, the wireless channel can vary rapidly due to, e.g., high UE mobility, which can also cause the CSI to become outdated. CSI prediction reporting using, e.g., AI/ML algorithms, is one approach to mitigating the effect of the outdated CSI in the CSI reporting framework. In addition, CSI prediction can help reduce reference signal overhead and measurement reporting overhead. Therefore, it is of high interest to study AI/ML based algorithms for CSI prediction.
Unlike AI/ML based CSI compression where a two-sided structure (CSI encoder at UE and CSI decoder at gNB) is needed, a one-sided structure is sufficient for AI/ML based CSI prediction. The AI/ML inference of the one-sided model can be performed at either gNB or UE.
In our companion contribution [2], we present the performance results of AI/ML based CSI prediction. The evaluation results highlight the performance gains of CSI prediction using one-sided AI model.
Observation 3: Evaluation results demonstrate the performance gains of CSI prediction using one-sided AI model.
Proposal 2: AI/ML based CSI prediction using one-sided model is selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 3: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be studied to assess the specification impact of performing CSI prediction at gNB side vs. UE side.
In addition to spatial-frequency domain CSI compression using two-sided AI model and CSI prediction using one-sided model, there are additional sub-use cases proposed by different sources. The following table summarizes the list of proposed sub-use cases and their discussion status in RAN1.
Table 1: Potential sub-use cases for CSI feedback enhancement and discussion status.
	Sub-use case
	Discussion status

	Spatial-frequency domain CSI compression using two-sided AI model
	Selected

	Temporal-spatial-frequency domain CSI compression using two-sided model
	To be determined

	Improving the CSI accuracy based on traditional codebook design using one-sided model
	To be determined

	CSI prediction using one-sided model
	Initial evaluation assumptions agreed.

	CSI-RS configuration and overhead reduction
	Not selected

	Resource allocation and scheduling
	Not selected

	Joint CSI prediction and compression
	To be determined


Though these potential other sub-use cases might be of interest for different considerations, it is more important to develop a thorough understanding of a limited number of sub-use cases, by carefully assessing their performance in comparison with traditional methods and the associated potential specification impacts that enable the AI/ML solution for the sub-use cases. This thorough understanding will lay the foundation for future use cases leveraging AI/ML techniques, including e.g., the other potential sub-use cases for CSI feedback enhancements. 
Proposal 4: Focus on the sub-use case of spatial-frequency domain CSI compression using two-sided AI model and the sub-use case of CSI prediction using one-sided model to develop a thorough understanding of the performance of the AI models and the associated potential specification impacts.
Proposal 5: The study of potential sub-use cases other than the spatial-frequency domain CSI compression using two-sided AI model and CSI prediction using one-sided model can be postponed.
3	Potential specification impact
For autoencoder based CSI feedback, one important question is how to train an autoencoder model for deployment. There are different training options that have various levels of collaboration between UE and gNB and can lead to different levels of specification impact.
It was agreed that in CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Figure 2 illustrates Type-1 training. In this case, joint training is performed at a single entity in a single training session. This entity can be at the network or UE side. For example, if the training is done at the network side, the network can transfer the encoder model to the UE, and vice versa.
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Figure 2: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
Figure 3 illustrates Type-2 training. In this case, joint training is performed at two sides in a single training session. The encoder model and decoder model are trained at UE side and at network side, respectively. But the models are jointly trained in the same loop for forward propagation and backward propagation, by exchanging forward activation and backward gradient between UE-side entity and network-side entity.
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Figure 3: Joint training of the two-sided model at network side and UE side, respectively.
Figure 4 illustrates Type-3 training. In this case, separate training is performed at two sides in different training sessions. Unlike Type-2 training, there is no collaboration during training in Type-3 training. But it is necessary to have some coordination outside the training process to ensure that the UE-side CSI encoder model and the NW-side CSI decoder are compatible. 
As illustrated in Figure 4, we can have separate training starting with UE side (the left part of the figure), or separate training starting with NW side (the right part of the figure). Take the separate training starting with UE side for example. In the first step, the CSI encoder model is trained by a UE-side entity. Then the UE-side entity shares a training dataset consisting of (encoder output, target CSI) with a BS-side entity. After that, the BS-side entity can train its CSI decoder model based on the shared dataset.
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Figure 4: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
There are pros and cons for each training type. They are good starting points to investigate various levels of collaboration between UE and gNB, which is a key objective of the study item.
Proposal 6: In CSI compression using two-sided model use case, study the pros and cons of the following AI/ML model training collaborations:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
As pointed out above, AI/ML model training can occur at gNB or UE side or both sides. In either case, the training entity can benefit from assistance from the other entity for training data collection. Relevant areas for discussion include training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 7: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Similar to many other functionalities in 3GPP systems, the usage of AI/ML model for a certain functionality should be under network control, if the functionality at one side cannot be made transparent to the other side. Therefore, assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, model selection, etc. should be investigated.
Proposal 8: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
AI/ML models are data driving. They are trained to learn patterns from data. But the environment of a mobile communication system is dynamic and changes over time, and thus the data also keeps changing. As the data from the environment changes, the AI/ML model performance may be degraded. Therefore, it is essential to monitor the AI/ML model performance and regularly update the model to maintain satisfactory model performance. To this end, assistance signalling and procedure for model performance monitoring and model update/tuning should be investigated.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
When it comes to AI/ML model inference input, report/feedback of model input for inference (e.g., UE feedback as input for network side model inference) may be needed. In general, the type of model input, and model input acquisition and pre-processing may have potential specification impact. Similarly, when it comes to AI/ML model inference output, outputs generated by an AI/ML model may need to be delivered from gNB to UE or from UE to gNB. The post-processing of AI/ML model inference output may have potential specification impact as well.
Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 11: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output and post-processing.
Different UEs may have different capabilities when it comes to the support of AI/ML algorithms for CSI feedback. Therefore, UE capability for AI/ML based CSI feedback including model training, model inference and model monitoring needs to be investigated and defined.
Proposal 12: For AI/ML based CSI feedback, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: Autoencoder based CSI feedback is a promising AI/ML technique for CSI feedback enhancement.
Observation 2: Evaluation results demonstrate the feasibility of spatial-frequency domain CSI compression using two-sided AI model.
Observation 3: Evaluation results demonstrate the performance gains of CSI prediction using one-sided AI model.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Autoencoder based CSI feedback enhancement should be selected as one representative sub use case.
Proposal 2: AI/ML based CSI prediction using one-sided model is selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 3: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be studied to assess the specification impact of performing CSI prediction at gNB side vs. UE side.
Proposal 4: Focus on the sub-use case of spatial-frequency domain CSI compression using two-sided AI model and the sub-use case of CSI prediction using one-sided model to develop a thorough understanding of the performance of the AI models and the associated potential specification impacts.
Proposal 5: The study of potential sub-use cases other than the spatial-frequency domain CSI compression using two-sided AI model and CSI prediction using one-sided model can be postponed.
Proposal 6: In CSI compression using two-sided model use case, study the pros and cons of the following AI/ML model training collaborations:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Proposal 7: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 8: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 11: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output and post-processing.
Proposal 12: For AI/ML based CSI feedback, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
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Appendix
A.1	RAN1#109-e agreements
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

A.2	RAN1#110 agreements
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  
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