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Introduction
In RAN1#110 Meeting[1], the following agreements achieved on evaluation on AI/ML for CSI feedback enhancement:
	Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted.
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
· Various sizes of CSI feedback payloads, FFS candidate payload number
· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.
Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.

Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
· Note: It is not precluded that companies use ideal channel to calibrate
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I carpenetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded


In this contribution, we present our views on evaluation methodology and evaluation results on the generalization performance and performance results for AI based CSI compression. 
Discussion
Evaluation methodology
On whether full buffer is optional adopted for performance evaluation, we think that full buffer traffic model can reduce the scheduling complexity which is beneficial for calibration. In that sense, it is proposed that full buffer is optional taken into the EVM for performance evaluation. 
On how to model the realistic channel estimation, we think it can be up to companies’ implementation. Considering the noise is random generated, it is expected that UE can ‘learn’ the non-randomized channel feature. Therefore it is proposed that if the realistic channel estimation is used, ideal channel is still used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation. 
On whether ideal channel estimation is applied for dataset construction or performance evaluation/inference. In our view, ideal channel estimation can be applied for dataset construction and taken into the EVM for the purpose of calibration and/or comparing intermediate results. For performance evaluation, ideal channel estimation can be optional adopted besides realistic channel estimation. 
On metric of AI/ML model complexity, we prefer to use number of AI/ML parameters. Considering that the model size is varies with deep learning frameworks, e.g., TensorFlow, PyTorch, while the AI/ML parameter number is framework-independent. A framework-independent metric is preferred for calibration, in that sense, number of model parameters is selected as metric of model complexity.
Proposal 1: Full buffer traffic model is optional taken into the EVM for performance evaluation. 
Proposal 2: Ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation, if the training dataset is based on TS 38.901.
Proposal 3: Ideal channel estimation is optional adopted besides realistic channel estimation for performance evaluation.
Proposal 4: Number of model parameters is selected between AI/ML model size and number of AI/ML parameters as metric of model complexity. 
AI/ML model generalization verification
In last meeting, different configurations and scenarios were agreed for AI/ML model generalization verification. We present our preliminary evaluation results for different scenarios and different configurations such as various sizes of CSI feedback payloads, different subband numbers in this section, and different training dataset and testing dataset are considered in the evaluation.
A Transformer-based AI model is used in the evaluation for AI based CSI compression. As Fig.1 shows, the AI model including two parts as encoder part and decoder part. The input data is eigenvector  based on SVD of channel matrix, after linear embedding and positional embedding, the input data are encoded in the encoder. The encoded data then input to the decoder to get recovered eigenvector . In general, the encoding procedure is performed at UE side and UE feedback quantized data to gNB, then the decoding procedure is performed at gNB side.   
The simulation assumption for intermediate results calculation is as Table 1 shows. The AI model training parameters are as Table 2 shows. 
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Figure 1, The basic structure of Transformer model
Table 1, Simulation assumption for intermediate result calculation
	Parameter
	Value

	Scenario
	Uma and/or Umi

	Frequency Range
	2GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	AI content
	Eigenvector

	Channel estimation
	Ideal


Table 2, Parameter of AI model training
	AI training parameter 
	Value

	Quantization bits
	2 bits per vector

	Loss function
	SGCS

	Learning rate
	0.001

	Optimizer
	Adam

	Epoch
	100

	Batchsize
	128

	Dataset construction
	210,000
200 drop*21 cell*50 UE*1 samples per UE

	Sample of training set
	199,500

	Sample of validation set
	10000

	Sample of test set
	10500


Configuration generalization 
Generalization of different rank number
We firstly conduct the evaluation for AI model generalization of different rank number. The evaluation result is obtained based on feedback payload equals to 120 bits and shown in Table 3, the baseline is per-layer AI models which including two AI models trained by layer 1 eigenvector and layer 2 eigenvector separately. And the generalization is the results of generalized AI model, which is a single AI model trained by both layer 1 and layer 2 eigenvectors. As Table 3 shows, the performance of the baseline and generalized AI model is very close, and the generalized AI model has even better performance than the baseline. It can be observed that the AI/ML model shows good generalization performance in various rank number.
Observation 1: AI/ML model shows good generalization performance in various rank number.
Table 3, SGCS results of rank generalization 
	
	1st layer SGCS
	2nd layer SGCS

	Baseline
	0.70
	0.55

	Generalization
	0.71
	0.56


Generalization of various sizes of CSI feedback payloads
The generalization evaluation of different size of CSI feedback payloads is conducted by parallel training of one encoder part and three decoder parts. The basic AI model for feedback payloads generalization is as Fig.2 shows. Setting the maximum feedback bit number as 240 bit, different feedback payloads are obtained by cutting off the tail of the maximum 240 bit. The output of encoder is always equal to the maximum bit number, while the input of the decoder is the truncated bit of the output of encoder. The loss function is the average results of different decoder parts. In this two-sided model, the UE side only need to deploy one encoder part, and the output of encoder can be various based on gNB’s configuration and/or indication.
The evaluation result is shown in Table 4, where the baseline results is achieved by training one encoder part and one decoder part with different feedback payloads separately, the generalization is results of generalized AI model, which is a single AI model with one encoder part and three decoder parts. As Table 4 shows, the generalized AI model has worse performance than baseline, the less the feedback payloads, the lager the gap. In that sense, it is proposed to study the pre-processing mechanisms for input of decoder to improve the AI model generalization performance on various feedback payloads. 
Observation 2: The generalized AI model does not work well on various CSI feedback payloads, especially for a small number of feedback payloads.
Proposal 5: RAN1 study pre-processing mechanisms for the input of decoder to  improve the AI model generalization performance on various feedback payloads.
[image: ]
Figure 2, The basic structure of AI model for feedback payloads generalization
Table 4, SGCS results of feedback payload generalization
	
	120 bit
	180 bit
	240 bit

	Baseline
	0.70
	0.78
	0.83

	Generalization
	0.60
	0.72
	0.81


Generalization of different subband number
We conduct the simulation by using different size of subband. Keeping totally 48 RB unchanged, two options are considered in the simulation. When training the AI model for generalization, 0 is padding to the end of vector for option 2.
· Option 1: 2 RB per subband
· Option 2: 4 RB per subband
The evaluation result is obtained based on feedback payload equals to 120 bits and shown in Table 5, where the baseline results is achieved by training AI model with different subband number separately. As Table 5 shows, the generalization model can achieve similar SGCS performance with the baseline. It can be observed that the AI/ML model shows good generalization performance in various subband number.
Table 5, SGCS results of subband number generalization
	
	2RB per subband
	4RB per subband

	Baseline
	0.65
	0.70

	Generalization
	0.63
	0.69


Observation 3: AI/ML model shows good generalization performance in different sizes of subband and subband number.
Scenario generalization 
In last meeting, different scenarios were agreed for AI/ML model generalization verification. We present our preliminary evaluation results for different scenarios in this section, and all three cases with different training dataset and testing dataset are considered in the evaluation. 
Four kinds of training dataset as Uma only, Umi only and mixed Uma and Umi with different ratios are considered, and the AI/ML model is tested by Uma and Umi dataset separately. The evaluation result is obtained based on feedback payload equals to 120 bits and shown in Table 6. As table 6 shows, for Umi testing dataset, the best performance is achieved when the AI/ML model is trained by Umi dataset only, and the worst performance is achieved when the AI/ML model is trained by Uma dataset only. When the training dataset is mixed dataset, the dataset with more Umi data has higher SCGS value. While for Uma testing dataset, the SGCS performance are very close for different training datasets. It can be observed that the AI/ML model shows good generalization performance in various scenarios.
Observation 4: AI/ML model shows good generalization performance in different scenarios.
Table 6, SGCS results of scenarios generalization
	
	Testing dataset

	Training dataset
	Uma
	Umi

	Uma
	0.70
	0.66

	Umi
	0.69
	0.71

	Uma : Umi=5 : 5
	0.71
	0.70

	Uma : Umi=8 : 2
	0.70
	0.68


There is minor complexity and memory storage difference between different evaluation cases. We provide FLOPs and number of AI/ML parameters separately for the CSI generation part and the CSI reconstruction part in Table 7.
Table 7, Complexity and memory storage of AI model
	
	CSI generation part
	CSI reconstruction part

	
	240 bit
	240 bit
	180 bit
	120 bit

	FLOPs
	257.97*
	257.97*
	257.92*
	257.88*

	Number of AI/ML model parameters
	10.79*
	10.79*
	10.77*
	10.74*


Throughput results
We select Rel-16 TypeII codebook as the baseline, and comparing the throughput results of AI CSI with baseline with rank adaptation. The simulation results and assumption are shown in Table 8 and Table 9 respectively. As Table 8 shows, the AI based CSI enhancement outperforms eType2 codebook in both SGCS and average SE. Setting ideal CSI based on SVD as the upper band, AI based CSI enhancement has about 5% performance loss while eType2 codebook has about 15% performance loss. Setting eType2 codebook as benchmark and AI based CSI enhancement shows 10% performance gain on average SE. 
Observation 5: AI based CSI enhancement shows 10% performance gain on average SE comparing with eType2 codebook.
Table 8, performance simulation results
	Case
	SGCS
	Average SE(BS)

	Ideal
	1 (100%)
	5.052 (100%)

	AI per layer(120bit)
	0.8475 (-15%)
	4.802 (-5%)

	eType2 (Param4, 130bit)
	0.5689 (-44%)
	4.315 (-15%)


Table 9, performance simulation assumption
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	UMa

	Frequency Range
	2GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz

	Simulation bandwidth
	10 MHz 

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	full buffer 

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Channel estimation         
	ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	Rel-16 Type II codebook



Conclusions
In this contribution, we present views on evaluation methodology, evaluation metrics and initial evaluation results on AI/ML for CSI feedback enhancement, we have the following observations and proposals:
Observation 1: AI/ML model shows good generalization performance in various rank number.
Observation 2: The generalized AI model does not work well on various CSI feedback payloads, especially for a small number of feedback payloads.
Observation 3: AI/ML model shows good generalization performance in different sizes of subband and subband number.
Observation 4: AI/ML model shows good generalization performance in different scenarios.
Observation 5: AI based CSI enhancement shows 10% performance gain on average SE comparing with eType2 codebook.

Proposal 1: Full buffer traffic model is optional taken into the EVM for performance evaluation. 
Proposal 2: Ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation, if the training dataset is based on TS 38.901.
Proposal 3: Ideal channel estimation is optional adopted besides realistic channel estimation for performance evaluation.
Proposal 4: Number of model parameters is selected between AI/ML model size and number of AI/ML parameters as metric of model complexity. 
Proposal 5: RAN1 study pre-processing mechanisms for the input of decoder to  improve the AI model generalization performance on various feedback payloads.
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