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1 Introduction
In RAN1 #110e meeting, general aspects of AI/ML framework were discussed including the terminology definition, model generation, collaboration level, model life cycle management and common aspects of evaluation. During the meeting， the following progress was achieved. 
	Agreement 

Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined
· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML

· Performance

· Intermediate KPIs

· Link and system level performance 

· Generalization performance

· Over-the-air Overhead

· Overhead of assistance information

· Overhead of data collection

· Overhead of model delivery/transfer

· Overhead of other AI/ML-related signaling

· Inference complexity

· Computational complexity of model inference: FLOPs

· Computational complexity for pre- and post-processing

· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

· Training complexity
· LCM related complexity and storage overhead

· FFS: specific aspects

· FFS: Latency, e.g., Inference latency

Note: Other aspects may be added in the future, e.g. training related KPIs

Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption

Terminology
Description
Online training

An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 

Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.

Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

Offline training

An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

Working Assumption

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
Terminology
Description
AI/ML model delivery

A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.



In this contribution, we will continue discussing the remaining issues and share our consideration 
2 Discussion
2.1 Common notation and terminology
In the discussion of life cycle management, the components of model registration, model deployment, model update are included for further study. However, the terminologies of these components were not agreed yet. In addition, although the terminology of model transfer reached the consensus as the working assumption in RAN1#109e meeting, companies have quite different understanding on the terminology and incur tough debating on the boundary of collaboration level y and collaboration level z in RAN1 #110 meeting, Thus, more clear clarification on the terminology of model transfer is necessary. Moreover, model fine-tuning is widely mentioned in the discussion of generalization, so the terminology of fine-tuning should be defined as well to align the understanding. 
Model registration 

In our opinion, the purpose of model registration is to let the system know the necessary information of one AI model and then perform certain operation to facilitate the life cycle management, e.g., to perform the model switch or model monitoring. The information provided to the system could be the functionality of the AI model, application scenario of the AI model and input/ output of the AI model, etc. The action that the system take may include assigning an identifier and so on. 
	Terminology
	Description

	AI/ML model registration 
	A process by which one AI model enable the system know the information of the AI model and the system perform related operation to facilitate the life cycle management 


Model  update 

The model update is to update the property of one AI model including the update of the parameters or the update of model structure to improve the performance the model inference. The update could be achieved by retaining the AI model or fine-tuning via online/offline training. 

	Terminology
	Description

	AI/ML model update 
	Re-training or fine-tuning an AI/ML model via online/offline training to improve the model inference performance. The update could be the update of model parameters or the update of model structure


Model  deployment
In the last meeting, FL proposed the following terminology of model deployment after hearing comments from companies. We are fine with the terminology and think it is a good starting point for agreement. 
	Terminology
	Description

	AI/ML model deployment
	Process of converting an trained AI/ML model into an executable form for inference at a target device.

Note: The model deployment may happen either before or after model delivery.

Note: The model may be updated after deployment.


Model  transfer

In RAN1 #109e meeting, the following description for the terminology of model transfer was agreed as the working assumption. And it is used as the metric to categorize the collaboration level 
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


However, when the owner of the AI/ML model is different, the involved signaling and procedure for the model delivery is different. The model delivery could happen between two 3GPP entities or between 3GPP entity and  non-3GPP entity. We conduct more detailed discussion and analysis for these two cases in section 2.2.3. According to our analysis, we think the model delivery between two 3GPP entities( e.g., model delivery from gNB to UE) over the air interface involves more standardization effort /complexity. This case should be categorized collaboration level z. And model delivery between the non-3GPP entity and the 3GPP entity (e.g., model delivery from one OTT server to UE ) could be achieved by most existing solution and less standardization effort is expected. Considering this point, this case can be categorized to collaboration level y. 
In summary, we propose the following update for the terminology of model transfer 

	Terminology
	Description

	AI/ML model transfer
	Delivery of an AI/ML model between one 3GPP entity and another 3GPP entity over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


Proposal 1: Adopt the following terminologies 

	Terminology
	Description

	AI/ML model registration 
	A process by which one AI model enable the system know the information of the AI model and the system perform related operation to facilitate the life cycle management 

	AI/ML model update 
	Re-training or fine-tuning an AI/ML model via online/offline training to improve the model inference performance. The update could be the update of model parameters or the update of model structure

	AI/ML model deployment
	Process of converting an trained AI/ML model into an executable form for inference at a target device.

Note: The model deployment may happen either before or after model delivery.

Note: The model may be updated after deployment.

	AI/ML model transfer
	Delivery of an AI/ML model between one 3GPP entity and another 3GPP entity over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


2.2 Life cycle management  
2.2.1 Model training 

There are various kinds of training manners such as offline training with static data or online training with real-time data. For the three main use cases identified for Release 18 study, all of them can be achieved by offline training. In addition, we think offline training is easier to implement since provides engineers with more time to perfect the model before deployment. While for online training, it is harder to be implemented and controlled because the production model changes in real-time according to its data feed. In addition, the typical use cases and achieved performance gain is not clear yet. Thus, in release 18, we should prioritize the study of the offline training.

Proposal 2: Prioritize the study of offline training in Rel-18
2.2.2 Model configuration, selection 
In the real deployment, different wireless scenarios may show quite different characteristics. Only supporting one AI model for all scenarios would be challenging. The first reason is that it is more difficult to achieve perfect inference performance since the AI model can’t extract the scenario-specific feature adequately. Thus, from the perspective application scenario, multiple AI models can be considered to fit different scenarios.  For example, for the AI-based positioning, separate AI model may be defined for IOO scenario and InF scenario.
The second reason is that in this case the size of AI model is usually huge and the processing is more complicated, which would bring implementation difficulty on the UE side. For UE supporting AI operation may have different levels of UE capability on the memory, processing or have different strategy on the power consumption. In this case, different AI model can be considered as well to fit different level of UE capability. 

Observation 1: For a specific function, defining multiple AI model is beneficial 
When multiple AI models are defined for one specific function, before the AI model deployment, procedure for the AI model selection is involved. In this procedure, certain new assistance information may be defined.  After the AI model deployment, with the change of scenario, the activated AI model may not be suitable, then procedure for the AI model switch and assistance signaling would be defined as well. 

Proposal 3: Study the specification impact to enable multiple AI models at least including the following aspects

· Procedure and Assistance signaling for the AI model selection

· Procedure and Assistance signaling for the AI model switch

2.2.3 Model delivery  

The AI model can be trained on the network side, UE side or external server e and the AI inference node could be gNB or certain core network node or UE. When the training node and the inference node is different, model delivery would be involved. Generally, model delivery can be classified into two general cases. 

Case 1: Model delivery between one 3GPP entity and another 3GPP entity 
In this case, the model can be delivered from the gNB , OAM or certain core network node e.g., NWDAF to UE or vice versa. In this case, specification on the AI/ML representation format, new protocol / bear/ layer for the AI/ML model  and other assistance information may be required. Significant specification impact is expected. In addition, the AI/ML model delivery is across different vendor, additional solution to guarantee the compatibility and hardware efficiency may be needed. In this case, additional complexity is incurred 
Case 2: Model delivery between one 3GPP entity and non-3GPP entity

For this case, it mainly involve the model delivery from an external server to the UE.  Currently, some discussion related to model transfer are under discussion in the project of Study on 5G System Support for AI/ML-based Services in SA, while this project mainly targets for the AI service and the AI model is transferred in the application layer. In this case, the AI/ML representation format would not be an issue. The specification impact would be some assistance information. Usually in this case, the AI/ML model and the device are from the same vendor. Then the compatibility and hardware efficiency would not be an issue. 
Since these two cases are possible in the practical scenario, both of them should be studied in Rel-18. 
Proposal 4: Study the following cases in Rel-18

· Model delivery between  one 3GPP entity and another 3GPP entity 

· Model delivery between one 3GPP entity and non-3GPP entity 

2.2.4 Performance monitoring 
Performance monitoring is used to assess there is need to switch the operation mode or switch the AI models or update the AI models. Two aspects are involved in the performance monitoring. One aspect is when one AI model activated, then performance monitoring is carried out for the ongoing inference operation. Once there is performance degradation, this AI model will be deactivated or be replaced with another AI model. Another aspect is when the AI model is not activated, the processing is performed based on non-AI solution or performance with another AI model, then performance monitoring can be carried out on the AI model not activated to assess whether to activate this potential AI model. 

Proposal 5: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model 

· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Generally, there are two options for the performance monitoring
· Option 1: direct performance monitoring by comparing the label and the inference output. For example, for the CSI compression. The UE or NW could compare the input of the encoder and the output of the decoder. Or for the spatial beam management UE use case, UE or network could compare the actual best beam and the inferenced best beam. 
· Option2: indirect performance monitoring by monitoring the metrics impacted by the output. For example, for the CSI use case or beam management use case, network could monitor the throughput performance. 
For these two options, option 1 can be applied to monitor the performance of both activated AI model and AI model not activated. But on the other hand, for option 1, it may be difficult for some use case to collect the label. For example, for the direct AI-based positioning, collecting the ideal coordinates would be difficult. As for option 2, it can be applied to the use case which is difficult to collect the lablels While, it can only reflect the performance of ongoing operation or ongoing AI model, it is difficult to reflect the potential performance of the deactivated AI models. Then in this case how to switch back to the AI operation or how to perform the AI model switch needs further investigation 
Proposal 6: Study the metrics for the performance monitoring 
Since the wireless channel changes very dynamically, inference performance may degrades sharply. When the performance monitoring node and the inference node is different, it is desirable to enable fast performance monitoring report. For example, for the CSI compression use case, if performance monitoring is on the UE side and UE detects the sharp performance degradation. Then UE should inform gNB of the status and request to fall back to the non-AI operation. To enable fast activation or deactivation, RACH based or PUCCH based solution can be considered. For example, dedicated PRACH resource can be defined for the fast performance monitoring. when UEs detect sharp performance degradation, UE could  use this dedicated PRACH resource to indicate the performance deterioration. 
Proposal 7: Study the mechanism to enable fast performance report

2.2.5 Model update/ fine-tuning

To improve the inference accuracy, model fine-tuning/update can be considered by using scenario specific or UE specific or more fresh training data. The model fine tuning/update can be performed on the network side or UE side via offline or online training. The involved signalling and procedure should be studied as well 
2.2.6 UE capability 
Different the traditional non-AI operation, additional hardware/software environment/ processing platform is required for the AI-related processing. For example, to enable the AI operation, the GPU hardware is beneficial is better to be implemented and the  software of AI processing platform e.g., tensorflow or pytorch should be installed.  In addition, to assist the AI operation, some other additional capabilities are required. For example, data collect/ pre-processing and performance monitoring. In summary, the following potential UE capability can be studied 

· Data collection/ pre-processing

· Model training

· Model fine-tuning

· Model inference

· Performance monitoring 

· Support of operation across different AI processing platform 
2.3 Collaboration level 

Level x-y boundary 

The boundary between level x and level y were extensively discussed in last meeting, and the FL proposed two alternatives as follow

	Alt 1: Level x is implementation-based AI/ML operation that can be supported by current (Rel-17) specification without any modification. (Note: AI/ML approaches in this definition can be used as baseline for performance evaluation.)

Alt 2: Level x is implementation-based AI/ML operation without any collaboration between network and UE  (Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)




Compared with Alt.1, Alt.2 is more future proof. Consider the evolution in the future release, we propose adopt Alt.2 as the boundary between level x and level y. 

Level y-z boundary 

The key difference between level y and level x is the model transfer. While what is the exact definition of model transfer is controversial. As we discussed in section 2.2.3, two cases are involved in the model delivery.  Case 1 is model delivery between one 3GPP entity and another 3GPP entity. Case 2 is the model delivery between one 3GPP entity and another non-3GPP entity. For case 2, most existing solution can be reused. The potential complexity and specification impact is expected much smaller than that of case 1. Since the main motivation of collaboration level categorization is to show different involved standardization impact and complexity. From this point, we prefer to categorize Case 1 to level y and categorize Case 2 to level z.  Thus, the boundary between level y and level z is whether there is model delivery between one 3GPP entity and another 3GPP entity over the air interface. 
Proposal 8: the boundary between level y and level z is whether there is model delivery between one 3GPP entity and another 3GPP entity over the air interface
2.4 Common aspect of the KPI 
The power consumption is also one crucial metric, especially when the AI model is implemented on the device side. In addition, in the SID, it is stated that power consumption (including computational) associated with enabling respective AI/ML scheme should be considered. In some AI application areas, FLOPs/W or FLOPs/mW is declared as one power consumption parameter by the AI chipset. In this case, the total power consumption can be obtained by the parameter of FLOPs and the parameter of  (FLOPs/mW). 

The power consumption comparison  can be carried out among different AI-based methods and also can be carried out between the AI-based solution and the traditional solution. 

For the power consumption of traditional method, currently 38.840 defines some evaluation methodology and power consumption model. However, it shall be note that some misalignment happens between the evaluation of AI-based method by using the above method and the evaluation of traditional method by using 38.840. Firstly, only the power for computation is calculated in AI-based method. While, the power consumption calculated based on 38.840 involves the power consumption in both baseband and RF. In addition, the obtained power consumption results by using in 38.840 is one relative value, while the power consumption results by using the above method for AI model is one absolute value. Thus, how to align the power consumption comparison between traditional method and the AI-based method should be further considered. 

Proposal 9: 

· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 
3 Conclusion
In this contribution, we discussed the remaining issues of AI framework. And our views are summarized as follows
Proposal 1: Adopt the following terminologies 

	Terminology
	Description

	AI/ML model registration 
	A process by which one AI model enable the system know the information of the AI model and the system perform related operation to facilitate the life cycle management 

	AI/ML model update 
	Re-training or fine-tuning an AI/ML model via online/offline training to improve the model inference performance. The update could be the update of model parameters or the update of model structure

	AI/ML model deployment
	Process of converting an trained AI/ML model into an executable form for inference at a target device.

Note: The model deployment may happen either before or after model delivery.

Note: The model may be updated after deployment.

	AI/ML model transfer
	Delivery of an AI/ML model between one 3GPP entity and another 3GPP entity over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


Proposal 2: Prioritize the study of offline training in Rel-18
Proposal 3: Study the specification impact to enable multiple AI models at least including the following aspects

· Procedure and Assistance signaling for the AI model selection

· Procedure and Assistance signaling for the AI model switch

Proposal 4: Study the following cases in Rel-18

· Model delivery between  one 3GPP entity and another 3GPP entity 

· Model delivery between one 3GPP entity and non-3GPP entity 

Proposal 5: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model 

· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Proposal 6: Study the metrics for the performance monitoring 

Proposal 7: Study the mechanism to enable fast performance report

Proposal 8: the boundary between level y and level z is whether there is model delivery between one 3GPP entity and another 3GPP entity over the air interface
Proposal 9: 

· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 
Observation 1: For a specific function, defining multiple AI model is beneficial 

Reference

[1] Draft Report of 3GPP TSG RAN WG1 #110
